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Introduction
The design of mechanical systems is often a challenging task with strong incentives and 
competition within industry to produce cost-effective and best-performing products. 
This design process often requires several design cycles before a final product is pro-
duced and may take a significant about of time and resources per cycle. As a result, there 
is a growing demand in the industry for better performing, more efficient, and cost-
effective design tools to assist designers during the design process. Moreover, the ever-
increasing complexity of mechanical systems today often necessitates a shift away from 
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plex interactions between components and sub-systems. As such, there is a growing 
demand in industry to create better performing, efficient, and cost-effective develop-
ment tools to assist in the system design process. Additionally, the ever-increasing 
complexity of systems today often necessitates a shift away from manual expertise 
and a movement towards computer-aided design tools. This work narrows the scope 
of the system design process by focusing on one critical design aspect: the packag-
ing of system components. The algorithm presented in this paper was developed 
to optimize the packaging of system components with consideration of practical, 
system-level functionalities and constraints. Using a dynamic acceleration methodol-
ogy, the algorithm packages components from an initial position to a final packed 
position inside of a constrained volume. The motion of components from initial to final 
positions is driven by several acceleration forces imposed on each component. These 
accelerations are based on physical interactions between components and their 
surrounding environment. Various system-level performance metrics such as center 
of mass alignment and rotational inertia reduction are also considered through-
out optimization. Results of several numerical case studies are also presented to dem-
onstrate the functionality and capability of the proposed packaging algorithm. These 
studies include packaging problems with known optimal solutions to verify the effi-
cacy of the algorithm. Finally, the proposed algorithm was used in a more practical 
study for the packaging of an urban air mobility nacelle to demonstrate the algorithm’s 
prospective capabilities in solving real-world packaging problems.
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relying solely on manual expertise and a movement towards integrating computer-aided 
design tools into the design process. Such computational tools not only assist designers 
in satisfying all performance metrics and reducing total design hours but also aim to 
generate designs that are optimal.

One of the key drivers of mechanical system performance is the distribution or layout 
of components within the system, an ideal problem for solving using packaging optimi-
zation. Packaging optimization is a class of computational design tools that can be used 
for solving such component distribution problems. Typically, packaging optimization 
problems are tasked with determining the positions and orientations of a set of objects 
within a restricted volume or domain, such that an objective is maximized or minimized.

There exist three primary challenges inherent to packing type problems: their NP-hard 
computational complexity, high multi-modality, and initial condition dependence. Prob-
lems of NP-hard complexity have solutions that can be checked and verified in poly-
nomial time but may not be solvable in polynomial time [1]. Well-known examples of 
NP-hard type problems are the traveling salesman problem [2], the knapsack problem 
[3], or the bin packing problem [4], where an optimal solution can always be found, but 
the number of inputs significantly increases the complexity and computation time of 
finding an optimal solution. NP-hard problems are also inherently non-deterministic, 
making it challenging or even impossible to derive an analytic solution [5]. Due to the 
high multi-modality of packaging problems, design spaces are commonly unpredictable, 
noisy, and include many locally optimum solutions. As a result, certain solutions may 
be unlikely or impossible for some packing algorithms to achieve based on certain input 
conditions. This typically necessitates several individual optimizations with differing ini-
tial conditions to ensure that the design space is thoroughly explored.

Packing problems have been a topic of interest in literature and academia for decades. 
Due to their widespread applicability, it is not surprising that they have found applica-
tions in various fields such as biology [6, 7], material science [8, 9], engineering [10, 11], 
and manufacturing [12, 13]. Packaging problems are often attempted to be solved using 
non-gradient, heuristic, and stochastic-based optimization methods used to simplify 
the problem and relax the design space. Arguably, the simplest heuristic algorithms for 
packing problems are a set of “fitness”-based algorithms such as first fit [14], next fit 
[15], best fit [16], and last fit [17] packing algorithms. These algorithms are straightfor-
ward to implement and easily generalizable to fit most types of packing-related prob-
lems. However, fitness-based algorithms rely, in part, on random selection and thus do 
not generally lead to optimum solutions. Evolutionary, meta-heuristic, and probabilistic 
optimization methods such as genetic algorithms and simulated annealing are also pop-
ular packaging methods. Given their population-based methodology, the design space 
can be explored in several directions simultaneously: ideal for algorithm parallelization 
but tend to be slow and require unique tuning of several algorithm parameters for each 
unique problem [18, 19]. Wodziak and Fadel successfully used a genetic algorithm-based 
approach for the packaging of boxes into tractor trailers [20]. Their algorithm was shown 
to provide viable solutions that not only considered packing density but also considered 
center of gravity. However, optimization runtimes were shown to take upwards of sev-
eral hours for only a few dozen geometrically simplistic components. Other examples 
of packaging optimization using genetic algorithms include the novel method for the 
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placement procedure of components by Gonçalves and Resende [21], the hybrid genetic 
algorithm approach to three-dimensional bin packaging problems by Feng and Moon 
[22], and hybrid genetic algorithm and linear programming approach by Liu and Si [23]. 
Multiple novel approaches to packaging using simulated annealing such as the “neigh-
borhood structure” method by Dowsland and Soubeiga [24], or domain-component 
and component-component spatial consideration strategies by Cagan and Degentesh 
[25], are just a few examples among dozens in literature. Gomes and Oliveira also uti-
lized simulated annealing to solve irregular strip packing problems with novel methods 
for handling non-convex shapes [26]. Their algorithm was limited to two-dimensional 
geometries, and additional heuristic subroutines related to the initial layout of compo-
nents were required to combat relatively high runtimes due to the simulated anneal-
ing process. These types of initial condition rulesets and deterministic pre-solvers are 
both common inclusions in packaging algorithms in attempts to reduce initial condi-
tion dependence and decrease optimization time. Pre-solvers generate initial condi-
tions by first automatically deriving an initial feasible solution to provide the packaging 
algorithm, used in such work as Torres and Hitschfeld for modeling of rock and porous 
media [27]. Pre-solvers should be implemented carefully, however, to avoid rapidly con-
verging on less optimal solutions and to ensure the design space remains thoroughly 
explorable. Feasible packaging solutions also commonly require that objects are posi-
tioned without the existence of geometric overlap between them. When this constraint 
is applied, implementation of packaging algorithms, specifically ones used to pack three-
dimensional, non-convex objects, commonly sacrifices geometric accuracy in favor of 
computational efficiency to avoid the mathematically complex and computationally 
expensive geometric overlap measurement computations. Several types of methods used 
for geometric simplification can be found in literature. Such examples include the work 
by Fernandez and Bennell where objects were non-convex components were approxi-
mated into cube-like voxels [28]. Using this method, optimization runtimes could be 
reduced at the geometric accuracy cost of coarse voxel refinement and vice versa. In the 
work by Pankratov and Romanova, complex geometries were approximated from the 
union of a collection of pre-defined basic geometries (e.g., spheres, cylinders, cones) 
[29]. While this approach has limited capabilities in accurately representing practical 
geometries, the proposed algorithm was shown to have relatively rapid runtimes. Demir 
and Aliaga proposed a novel method for the automatic decomposition of objects into 
near-convex sub-components for use in the packaging of additive manufacturing com-
ponents [30]. Such geometric simplifications result in conservative solutions with objec-
tives that could be made significantly more optimal if true geometries were considered.

In recent years, the utilization of artificial intelligence in the form of deep and rein-
forcement learning algorithms has gained significant traction as an approach for tackling 
general optimization problems. This trend is bolstered by the increasing accessibility of 
open-source frameworks. When focusing on packaging optimization problems, several 
examples in literature exist that explore the efficacy of artificial intelligence as a value 
tool in addressing the diverse array of packaging optimization challenges. For example, 
deep reinforcement learning approaches have been shown for solving the rectangular 
strip packaging problem by Fang and Rao [31], for an autonomous ore packing system by 
Ren and Zhong [32], and the optimal vehicle packing space optimization with a focus on 
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packing sequence of items by Tian and Kang [33]. Like the reliance on tuning parameters 
of the previously discussed methods, the literature has shown that a primary drawback 
of these deep learning is the reliance on training data, which may not be readily available 
for a given type of packaging problem. Even if training data can be used, overfitting may 
occur if training is done on small data sets, potentially reducing the scalability and flex-
ibility of the packaging optimizer.

The state-of-the-art packaging algorithms typically involve multi-physics or multi-
objective problem statements; however, few examples of the successful implementation 
of multi-objective packing can be found in literature. This can be attributed to the high 
complexity and challenge of modeling several physical effects (thermal, vibrational, etc.) 
in relation to component layout while simultaneously accounting for the aforementioned 
challenges inherent to packing problems in general. Despite this, researchers are contin-
uing to strive for novel approaches to this difficult type of optimization problem [34–38].

The proposed packaging optimization algorithm in this work uses the framework 
developed by Carrick and Kim [39]. Carrick and Kim proposed a novel packaging opti-
mization method aimed to produce a non-probabilistic, heuristic, packaging algorithm 
which could consider such performance measures. In this work, packaging optimization 
was achieved through the dynamic simulation of component position and orientation 
over time. The motion of components from their initial positions and orientations to 
their final, packed positions and orientations are driven by dynamically updated “pack-
aging accelerations” imposed onto the components. Components are accelerated using 
heuristic rulesets based on optimization objectives and physical effects between compo-
nents or the environment. Undesirable interactions between components increase the 
magnitude of these packaging accelerations which then accelerate components towards 
positions and orientations that produce favorable interactions. Therefore, throughout 
optimization, components are continuously accelerated towards positions and orienta-
tions that minimize their interaction potential and packaging acceleration magnitudes. 
Local optimum solutions are then found once all components have collectively settled 
into a low energy state where component interactions are minimized, resulting in all 
components coming to rest. An example of the behavior of Carrick and Kim’s packaging 
algorithm is shown in Fig. 1.

The current state-of-the-art packaging optimization methodologies and algorithms 
lack the extensive and simultaneous consideration of several key aspects of practical 
packaging problems. First, packaging methodologies are commonly developed to solve 
individual packaging problems using heuristics tuned to best fit unique packaging prob-
lems. Ideally, the packaging optimization algorithm could be utilized to solve a wide 
variety of practical packaging problems with minimal adjustments or tuning of the algo-
rithm parameters. The ability to accurately represent the commonly three-dimensional, 
non-convex geometries of practical system components is also uncommonly accounted 
for in the literature. Most algorithms proposed in the literature either enforce convex 
approximations or construct geometric representations of components using a limited 
collection of simplified shapes. Furthermore, maximizing packing density is the sole 
focus of most packaging algorithms in literature, neglecting any other practical engi-
neering design factors or system performance metrics. The position and orientation 
of components commonly have a direct effect on system performance in areas such as 
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stability, center of mass, thermal performance, vibrational considerations, and more. 
As a result, packing density alone is insufficient for practical packaging solutions, and 
a multi-objective approach or additional physical constraints are required to properly 
model the packaging problem and produce meaningful results.

The objective of this work is to address both (i) the time-sensitive and resource-inten-
sive challenges inherent to the cyclical nature of mechanical systems design and (ii) the 
NP-hard computational complexity, high multi-modality, and initial condition depend-
ence challenges inherent to packaging problems by significantly improving and expand-
ing upon the novel dynamic vector fields methodology framework developed by Carrick 
and Kim. The continued development of this dynamic acceleration approach aims to 
contribute to the field of mechanical system design by proposing a new algorithm that 
is more efficient, improves optimization stability and convergence reliability, and con-
siders practical performance metrics that go beyond packing density. Primary contri-
butions specifically include updated accuracy and efficiency improvements to several 
of the existing packaging acceleration methodologies, improved methods for the han-
dling of three-dimensional convex and non-convex components, and the simultaneous 
consideration of center of mass and rotational inertia system performance metrics in 
addition to packing density. The remainder of this paper begins by providing a theory 
and methodology overview, followed by several numerical examples to demonstrate the 
effectiveness of the proposed algorithm. The paper ends with a discussion of the results 
and recommendations for future improvements that could increase the robustness of 
the algorithm.

Methods
In packaging optimization problems, efficient distribution of components within a con-
strained domain is generally measured with packing density, defined as the ratio of the 
sum of component volumes to the convex hull surrounding all components. The optimi-
zation objective used in this algorithm is therefore set as the minimization of negative 

Fig. 1  Left: Dynamic layout of components. Right: Packing density per iteration [39]
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packing density. The generalized mathematical optimization statement is stated as 
follows:

where ρp represents the packing density of the system’s components, Vi is the volume of 
component i , and VCH is the volume of the convex hull encapsulating all components, nc 
is the number of components, pi is the position of the geometric centroid of component 
i with respect to the coordinates [x, y, z] , qi is the quaternion orientation of component i 
defined by its axis of rotation [Rx,Ry,Rz] and angle θ , sI is the system’s rotational inertia, 
sCOM is the system’s center of mass, sICOM is the intended center of mass, I∗ and COM∗ 
are the upper limits on rotational inertia and center of mass deviation constraints, oi,j is 
the geometric overlap between component i and component j with geometric overlap 
tolerance TOL, and d2pi/dt2 DE

 is the domain-containment acceleration of component 
i , representing its containment within the domain. The workflow for the presented pack-
aging optimization algorithm in this work can be summarized and grouped into three 
distinct phases: initialization, main loop, and outputs. The initialization phase retrieves 
all input data (e.g., geometry files, initial component poses, system elements) required to 
define the first optimization iteration. Next, the main loop phase executes the packaging 
optimization algorithm itself. Finally, the output phase extracts and reports the results of 
the converged optimization. The flowchart in Fig. 2 illustrates this methodology.

The presented packaging optimization algorithm packages components from an initial 
position to a final packed position inside of a constrained volume, denoted a domain. 
The dynamic motion of components from their initial to final positions is driven by the 
summation of several packaging acceleration forces imposed on each component. These 
individual accelerations are each derived from physical interactions between compo-
nents, the domain, and any system-level design requirements and constraints. Interac-
tions between components that produce unfavorable performance metrics because of 
their relative positions and orientations (poses) trigger the acceleration of components 
towards more favorable poses. This behavior iteratively lowers the interaction potential 
of the system of components and ultimately results in components coming to rest over 
time. The optimally packed configuration is then established once all components come 
to rest.

Component geometries are imported into the algorithm in stereolithography (STL) 
format which automatically discretizes each component into triangular faces. The 
position of each component is tracked throughout optimization using its geometric 
centroid, and each vertex of every triangular face is tracked relative to this geometric 

Minimize ρp = −
∑nc

i=1Vi

VCH
(Packing density)

w.r.t pi
(

x, y, z
)

(Position)

qi
(

Rx,Ry,Rz , θ
)

(Quaternion orientation)

Subject to sI ≤ I∗ (Rotational inertia)

�sCOM − sICOM� ≤ CoM∗ (Center of mass)
�oi ,j� ≤ TOL (Component geometric overlap)

�d2pi
dt2 DE

� = 0 (Component− domain acceleration)
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centroid. As several of the packaging acceleration methodologies rely on convex 
geometries, non-convex/concave components must be discretized into sets of convex 
sub-components. Each sub-component’s position is then tracked relative to an arbi-
trary “base” sub-component.

However, components found within practical, real-world systems are more likely to 
have complex, non-convex/concave geometries that can be mathematically challeng-
ing to handle. Furthermore, several geometry-related computations and sub-algo-
rithms within the presented packaging algorithm are only valid for convex geometries. 
As a result, the presented algorithm handles non-convex components by discretizing 
them into several convex sub-components. All sub-components are then subjected 
to all packaging accelerations individually. Translational connectivity throughout the 
dynamic motion of a set of sub-components is then achieved by averaging the total 
acceleration of all sub-components within the same group and applying the result to 
each sub-component equally before positional updates.

To produce physically meaningful solutions, no two components may have overlap-
ping geometries when in their final packed positions. The geometric overlap resolu-
tion (GOR) acceleration is therefore tasked with repelling overlapping components 
and is derived using a two-step process: overlap detection and overlap resolution. 
The first step of overlap detection is implemented using the Gilbert-Johnson-Keerthi 
(GJK) algorithm [40]. The GJK algorithm not only allows for the detection of overlap 
between two convex shapes but also provides the minimum distance between them if 
they are not overlapping. Although the GOR acceleration only utilizes GJK’s overlap 
detection output, the minimum distance output is also stored for use later in the algo-
rithm. If GJK detects two components are overlapping by any amount, the expand-
ing polytope algorithm (EPA) is then utilized to compute the maximum amount of 
overlap [41]. The penetration vector output from EPA, representing the maximum 

Fig. 2  Packaging optimization algorithm flowchart
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overlap, is then used to derive the GOR acceleration for each overlapping component 
as follows:

where 
(

d2pi/dt
2
)

GOR
 is the GOR acceleration of component i , SGOR is the GOR global 

acceleration scaler, oi,j is the penetration vector of component i with respect to com-
ponent j , and nc is the number of components. By default, GOR acceleration is applied 
when the magnitude of oi,j is greater than zero (i.e., constraining any amount of geomet-
ric overlap). To improve convergence stability and reduce runtime, the user may option-
ally decide to relax this constraint by permitting some allowable geometric overlap 
tolerance. If a nonzero tolerance is applied, GOR acceleration is instead applied when 
the magnitude of oi,j is greater than the tolerance value. A two-dimensional illustration 
of the behavior of the GOR acceleration is shown in Fig. 3.

To achieve densely packed configurations, components are encouraged to group 
together through attraction-based accelerations. The component attraction (CA) accel-
eration accelerates all components towards each other’s geometric centroids as a func-
tion of component proximity. The farther apart two components are from each other, 
the stronger they will be attracted to one another by the CA acceleration. Component 
proximity, set as the minimum distance between the surfaces of two components, is 
pre-computed in the GJK algorithm utilized in the GOR acceleration computations. 
This minimum distance is then set as the magnitude of the CA acceleration such that 
when two components come into contact, no further CA acceleration between them is 
applied. However, the magnitudes of all CA accelerations are first penalized based on 

(1)
−−→
d2pi

dt2 GOR
= SGOR

nc
∑

j=1

−→o i,j

Fig. 3  Illustration of the acceleration magnitude for geometric overlap resolution acceleration
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relative component distances. This penalization process minimizes attraction of compo-
nents located very far from each other and encourages attraction of components located 
close to each other, effectively only permitting local component attraction. The CA 
acceleration is then mathematically formulated as follows:

where 
(

d2pi/dt
2
)

CA
 is the CA acceleration of component i , SCA is the global CA accel-

eration scalar, Pi,j is the distance penalization factor for component i with respect to 
component j , and pi and pj are the positions of the geometric centroids of component i 
and component j , respectively, dmax and dmin are the maximum and minimum distances 
with respect to all components, di,j is the minimum distance between component i and 
component j , and γ is the penalization exponent. A two-dimensional illustration of the 
behavior of the CA acceleration is shown in Fig. 4.

Solving practical packaging problems generally necessitates the containment of all 
components into a domain with a fixed volume and orientation. The domain encapsula-
tion (DE) acceleration is therefore tasked with accelerating components into the domain 
using a modified methodology first developed by Carrick and Kim. If a component exists 
entirely or partially outside of the domain, identified using the GJK algorithm, the vector 
from the vertex of the component furthest outside of the domain to the closest domain 
surface is stored. This vector is then used to set each component’s DE acceleration mag-
nitude and direction. However, if a component exists entirely within the domain, identi-
fied by checking if each vertex of the component is located within the domain, no DE 
acceleration is applied. The DE acceleration is therefore formulated as follows:

(2)

−−→
d2pi
dt2 CA

= SCA
nc
∑

j=1

Pi,j
−−−−−→(

pj − pi
)

where Pi,j =
(

dmax−di,j
dmax−dmin

)γ

Fig. 4  Illustration of the acceleration magnitude for component attraction acceleration
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where 
(

d2pi/dt
2
)

DE
 is the DE acceleration of component i , SDE is the DE global accel-

eration scaler, and xi,d is the minimum distance of component i to the exterior sur-
face domain d . A two-dimensional illustration of the behavior of the DE acceleration is 
shown in Fig. 5.

Center of mass alignment is an optional system-level performance metric included in this 
algorithm. The center of mass alignment (COMA) acceleration is tasked with accelerating 
components towards positions that minimize the deviation between the intended center of 
mass (manually input by the user) and the current center of mass of components through-
out optimization. The current center of mass at any given iteration is first computed using a 
point mass assumption:

where sCOM represents the current center of mass of the system, nc represents the num-
ber of components, pi is the position of the geometric centroid of component i , mi is 
the mass of component i , and mT is the total mass of all components. For each compo-
nent, its position that would individually align the intended center of mass of the system 
(assuming all other components were fixed) is determined using the following equation:

(3)
−−→
d2pi

dt2 DE
= SDE

−→
xi,d

(4)sCOM =
nc
∑

i=1

mipi

mT

(5)pi
COM =

mT

(

sICOM − sCOM−i

)

mi

Fig. 5  Illustration of the acceleration magnitude for domain encapsulation acceleration
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where pcomi  represents the position of component i that would align the system’s cur-
rent center of mass to the intended center of mass sICOM , sCOM−i is the system’s center of 
mass when component i is excluded, and mi and mT represent the mass of component i 
and the total mass of all components respectively. The COMA acceleration is then math-
ematically formulated as follows:

where 
(

d2pi/dt
2
)

COMA
 is the COMA acceleration of component i , SCOMA is the COMA 

global acceleration scaler, sICOM is the intended center of mass, sCOM is the current center 
of mass of the system, pcomi  is the position of component i that would align the system’s 
current center of mass to the intended center of mass, and pi is the position of the geo-
metric centroid of component i . The COMA acceleration methodology is illustrated in 
Fig. 6.

Rotational inertia is another optional system-level performance metric included in this 
packaging optimization algorithm. The rotational inertia reduction (RIR) acceleration is 
tasked with minimizing the rotational inertia about a rotation axis (manually input by the 
user) by accelerating components towards the rotation axis. The rotational inertia about the 
rotation axis is approximated using a point mass assumption:

where sI is the rotational inertia of the system, nc is the number of components in 
the system, mi is the mass of component i , and ri is the perpendicular vector from 

(6)

−−→
d2pi

dt2 COMA
= SCOMA

(−−−→
sICOM −−−−→sCOM

)

(−−−→
pCOMi +

(−−−→
sICOM −−−−→sCOM

)

+
(−−−→
sICOM −−→

pi

))

�
(−−−→
pCOMi +

(−−−→
sICOM −−−−→sCOM

)

+
(−−−→
sICOM −−→

pi

))

�

(7)sI =
nc
∑

i=1

mi
−→ri

2

Fig. 6  Vector summation method used to dictate the direction of the center of mass alignment acceleration
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component i to the axis of rotation. The RIR acceleration is then mathematically formu-
lated as follows:

where 
(

d2pi/dt
2
)

RIR
 is the RIR acceleration of component i , SRIR is the RIR global accel-

eration scaler, and ri is the perpendicular vector from component i to the axis of rota-
tion. The RIR acceleration methodology is illustrated in Fig. 7.

Components are also dynamically rotated throughout optimization to align their 
faces, a process which generally increases packing density. Rotational alignment in this 
algorithm is performed using the methodology first developed by Carrick and Kim. All 
components are rotationally aligned to all other components. For each component pair, 
two faces (one per component) are identified and used for rotational alignment. These 
two faces are selected as the faces which identify the minimum distance between the 
two aligning components. The angle between the two normal vectors defined by these 
selected faces is then used to set the angle of rotation, and the cross product of these 
two normal vectors sets the axis of rotation positioned at the component’s geometric 
centroid. The rotational alignment (RA) acceleration then iteratively rotates components 
such that the angle between the selected faces is minimized. For each component, this 
process is repeated with respect to all other components. The resulting set of rotations is 
applied using quaternion rotation to avoid gimbal locking. For discretized components, 
rotational connectivity is enforced using the same rotational alignment methodology; 

(8)
−−→
d2pi

dt2 RIR
= SRIR

−→ri

Fig. 7  Illustration of the acceleration magnitude for rotational inertia acceleration
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however, only one normal vector is selected for the entire set of sub-components. Sub-
components are then rotated equally about the average position of all sub-component’s 
geometric centroids. An illustration of this rotational alignment process is shown in 
Fig. 8.

After the total acceleration for each component is determined by the summation of all 
individual packaging accelerations, numerical integration is used to update the velocity 
and position of each component using the Euler method. Damping of the translational 
velocities is also included to avoid oscillations of components nearing their final posi-
tions. The formulation for this integration scheme is as follows:

where x is the positional term, (dx/dt) is the velocity term, (d2x/dt2) is the acceleration 
term, t0 is the start time, h is the timestep, ζ is the damping factor, and O

(

h2
)

 is the trun-
cation error of order 2.

Two methods of optimization convergence are implemented: maximum iteration 
count and minimal positional deviation. If all components come to rest, the interaction 
potential between components has been minimized, and thus, no further iterations will 
significantly change the configuration. Identifying whether all components have come to 
rest is accomplished by tracking the magnitude of the acceleration of each component 

(9)
dx

dt to+h
= ζ

(

dx

dt t0
+ h

d2x

dt2 t0

)

+ O
(

h2
)

(10)xt0+h = xt0 + h
dx

dt t0
+ O

(

h2
)

Fig. 8  Illustration of the component rotational alignment methodology
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and ensuring each component’s acceleration is below a specified tolerance value for sev-
eral sequential iterations. A secondary rotational check is also conducted to ensure that 
all components are no longer rotationally aligning for several sequential iterations.

Results and discussion
Several packaging problems with well-defined and known optimal solutions were used 
to verify the efficacy of the current implementation of the algorithm. The presented 
results were collected using a computer with 12 cores running at 3.79 GHz and 128 GB 
of RAM, and the algorithm is currently written in the Python programming language.

Empirical proof has shown that for spheres of equal size, the maximum possible pack-
ing density based on hexagonal close packing or face-centered cubic lattice structures is 
π/(3

√
2) or approximately 74% [42]. For spherical packing with arbitrarily and irregu-

larly packed spheres, literature has shown a maximum packing density of 64% is achiev-
able [43]. Therefore, a study was conducted to determine if this packaging algorithm can 
produce a packing density of 64% using a set of 12 spheres of equal size. The spheres 
used in this study were approximated using an STL of 120 faces and were provided ran-
dom initial positions. No domain was included in this study. Out of 100 individual opti-
mizations, 91 achieved the optimal packing density of 64% for irregularly packed spheres 
with an average computation time of approximately 4 min.

The packing of eight equally sized cubes has an empirically optimal packing density 
of 100%, which can be achieved with several possible configurations. A domain was 
included in this study to force the result into only permitting the formation of one of the 
optimal configurations. The domain-restricted optimal configuration selected for this 
study was the formation of a larger cube with side lengths equal to two times the side 
length of the cubes it is composed of. The domain was placed at the origin, with all cube 
components placed randomly outside of the domain and with random initial orienta-
tions. Out of 100 individual optimizations, 83 achieved a maximum packing density of 
95% with an average computation time of approximately 3 min. The densest configura-
tion achieved was 97%. Although the optimal packing density of 100% was not achieved, 
the final configuration of the cubes was in the expected optimal arrangement. Upon 
closer inspection, minor face misalignments and gaps between faces of components 
could not resolve before accelerations were small enough to trigger convergence.

A third study was performed to test the efficacy of the packaging algorithm using 
non-convex components. Orthogonally connected cubes known as tetracubes, a class of 
polycubes, were selected for this study because of their clear non-convexity and ease of 
discretization into convex sub-components. Two of these tetracubes are capable of fit-
ting together such that they form a cube-shaped configuration, resulting in an expected 
optimal packing density of 100%. The tetracubes were provided random initial positions 
and orientations. No domain was included in this study. Out of 100 individual optimi-
zations, 72 achieved a packing density over 95% in the cube-shaped configuration. The 
densest configuration achieved was 98%. Notably, the remaining 18 solutions did not 
form the optimal cube-shaped configuration because of poor initial orientations that 
did not facilitate enough rotation time to permit the interlocking of components before 
coming into contact. This is an example of the current initial condition dependance 
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limitations of the algorithm. An example of the dynamic layout of the components for a 
single optimization for each verification study is shown in Fig. 9.

Several packaging algorithms described in literature execute packaging optimization 
through the approach of adding new geometry to the problem sequentially, as opposed 
to including all geometry at the initial iteration [12, 22, 33]. To assess this packing opti-
mization strategy, an additional study was conducted using the proposed algorithm in 
this work. This study involved the packing of eight equally sized cubes into a rectangular 
prism-shaped domain, where an optimal solution would force a flat-packed 2 × 4 config-
uration with a packing density of 100%. First, optimization was run to convergence using 
two of the eight cubes. In each subsequent optimization, the positional results of the 
previous optimization were utilized as initial conditions, and a new cube was introduced 
to the problem with a randomized initial position. This sequential process was repeated 
until all eight cubes were integrated and resulted in a maximum packing density of 99% 
with the expected 2 × 4 layout. Total optimization runtime took approximately 11 min or 
approximately 1.5 min per optimization. The layout of these cubes throughout sequen-
tial optimizations is shown in Fig. 10.

This study was then repeated but instead employing the default single optimization 
approach where all eight cubes were added at the initial iteration. This resulted in a 

Fig. 9  Dynamic layout of sphere (top row), cube (middle row), and tetracube (bottom row) components
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maximum packing density of 96% due to minor gaps and misalignments between com-
ponent faces. Convergence was achieved in approximately 4 min. Consequently, while 
the sequential approach yielded a more densely packed configuration, it also incurred 
a longer total optimization runtime. This implies a potential trade-off between packing 
density and optimization runtime between the two optimization approaches. Depend-
ing on the scale of the optimization problem, it may be advantageous to run one method 
over the other if runtime becomes a limiting factor. It should be noted that the algorithm 
presented in this work is not primarily intended for use with the sequential optimization 
approach; currently, setting up a new optimization manually is necessary for each subse-
quent optimization. If future studies reveal further compelling advantages to the sequen-
tial approach in terms of performance metrics, it is recommended for future work to 
automate and refine this sequential approach as a permanent secondary optimization 
method within the algorithm.

The results of the previous verification studies have been summarized in Table  1 to 
exhibit the efficacy of the current implementation of the proposed algorithm.

Fig. 10  Converged results of sequential optimization approach

Table 1  Results of packaging verification studies

Study Avg. packing density [%] Densest 
packing [%]

Optimal packing 
density [%]

Avg. 
computation 
time [s]

12 spheres 63.03 (100 trials) 63.98 64.00 239.15

8 cubes (2 × 2 × 2) 96.21 (100 trials) 97.44 100.00 183.32

2 tetracubes 91.49 (100 trials) 98.19 100.00 230.67

8 cubes (2 × 4) 96.23 (1 trial) 96.23 100.00 244.47

8 cubes (2 × 4) seq 99.09 (1 trial) 99.09 100.00 681.14
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A final study was conducted with the objective of exhibiting the algorithm’s prospec-
tive capabilities in addressing practical, real-world packaging problems. A fictitious, 
simplified, hybrid urban air mobility (UAM) nacelle was used for this study. A set of 
components commonly found within hybrid UAM nacelles were included as follows: a 
data acquisition unit (DAU), cooling fan, water tank, inverter, pinion gear with a linear 
actuator for nacelle rotation about a rotation axel, heat exchanger, and water pump. The 
motor was excluded for this study, as it was assumed the motor must exist in a fixed 
position at the nose of the nacelle and would exist partly outside of the nacelle domain. 
As this was a fictitious nacelle packaging problem, the dimensions and densities of all 
components were arbitrarily set. Each component’s geometry was represented by a sim-
plified bounding volume approximating the volume that the real component may take 
up within the domain. All components were also approximated to have uniform densi-
ties for this study. Auxiliary components, such as electrical wiring, air ducts, or bracket-
ing, were not considered in this study. The pinion gear and linear actuator for the tilting 
mechanism were treated as attached components, as their proximity to one another 
would be critical for tilting functionality. To facilitate tilting about the nacelle’s rota-
tion axel, the pinion gear was also translationally and rotationally fixed to the intended 
center of mass positioned along the center of the rotation axis. The fan-cake type heat 
exchanger was constructed as a non-convex component, discretized into several convex 
sub-components. It was also assumed that the heat exchanger must be axially aligned 
to the cooling fan through their midpoints to promote efficient airflow from the cool-
ing fan through the heat exchanger. The packaging algorithm was run 100 times for this 
study. For each run, the initial positions and orientations of each component were rand-
omized. Out of the 100 runs, 79 converged before the maximum iteration limit of 1000 
was reached, 11 reached this maximum iteration limit, and 10 did not produce a feasible 
solution. A selection of three different, feasible results from the set of optimization runs 
has been presented below. These three configurations were specifically selected because 
they resulted in common local minimum solutions shared between several optimization 
runs. The final configuration of all three selected designs can be found in Fig. 11, and 
the system-level performance metrics for each design are summarized in Tables 2 and 3, 
respectively.

The most important user-defined parameters in this proposed algorithm are the 
relative acceleration scaling values for the CA and GOR accelerations, SCA and SGOR , 
respectively. If too large of a value of SCA is used, the components may be too strongly 
attracted to one another. This can result in significant geometric overlaps that may never 
be resolved, thus disallowing the optimization convergence criteria to be met. Similarly, 
too of large of a SGOR value will cause components to rapidly “bounce” off one another 
at the point of contact, introducing chaotic motion that may never settle to convergence. 
Conversely, too small values of these two scaling factors can result in unnecessarily long 
runtimes. A balance between the relative magnitudes of SCA and SGOR should therefore 
be achieved in order to improve convergence reliability and decrease optimization runt-
imes. To demonstrate this effect, a parameter study was conducted using the packing of 
eight equally sized cubes problem. The values of SCA and SGOR were varied from 0.1 to 
2.0. For each pair of scaling values, a total of 5 separate optimizations were run with ran-
dom initial position and orientations of the cubes and with a maximum of 500 iterations. 
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The average number of iterations for each pair of scaling values is shown in Figs. 12 and 
13. Based on the results of this study, it is recommended to use magnitudes between 
1.0 and 1.5 for both scaling factors, with SGOR approximately 1.5 times larger than SCA . 

Fig. 11  Configuration of nacelle components for three selected packaging optimization results

Table 2  Solver performance metrics for each selected design

Solver performance metrics

Design no Number of iterations Computation 
time [s]

1 313 614

2 451 906

3 404 810

Table 3  System-level performance metrics for each selected design

System-level performance metrics

Design no Performance metric Output

1 Packing density [-] 0.60

Center of mass offset [mm] 117.72

Inertia [kg·m2] 11.46

2 Packing density [-] 0.45

Center of mass offset [mm] 67.47

Inertia [kg·m2] 8.16

3 Packing density [-] 0.58

Center of mass offset [mm] 70.50

Inertia [kg·m2] 7.55
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Further testing is required to properly tune the remaining acceleration scale values, but 
it is recommended to establish baseline values for SCA and SGOR beforehand.

Currently, the proposed algorithm only accounts for a limited set of practical perfor-
mance metrics (i.e., center of mass and rotational inertia). However, the modular struc-
ture of this algorithm facilitates future development efforts for the inclusion of additional 
system performance metrics. If certain physical metrics (e.g., thermal, structural, vibra-
tional) can be abstracted into acceleration field representations, this algorithm lays the 
groundwork for implementing such metrics and even multi-objective optimization. 
Newly introduced acceleration fields can be seamlessly integrated into the existing set 
of acceleration fields, where these new accelerations could simply be added to the sum 
of all activated acceleration fields using the same methodology as described in this work. 
Future development efforts focused on this approach would provide users with a tool-
box of performance metrics akin to those found in traditional computer-aided design 
software, enhancing the flexibility and customization options for solving a more diverse 
set of packaging scenarios. Integration with commercial analysis software could also be 
used to provide analytical data throughout optimization. For example, component poses 

Fig. 12  Average number of iterations for packing of eight equally sized cubes, SGOR and = SCA[0.1, 0.5, 1.0, 1.5, 
2.0]

Fig. 13  Average number of iterations for packing of eight equally sized cubes with varying ratios of SCA/SGOR
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could be input into an external thermal finite element analysis or computational fluid 
dynamic solver to compute component body temperature data via conduction and/or 
convection and output this temperature data to the packaging optimization algorithm 
at each iteration. New, thermally related acceleration fields as functions of component 
body temperature, for example, could then be added to the existing set of accelerations 
being simultaneously applied on all components. This would provide the ability to con-
sider thermally related objective functions such as minimized system temperature or 
addition of thermally related constraints such as minimum or maximum component 
temperatures. It should be noted that tuning parameter studies, like the parameter stud-
ies conducted in this work, for these new acceleration fields would be required to ensure 
that new acceleration fields do not over (or under) power existing acceleration fields. 
Additional studies are also proposed for future work with respect to the performance of 
the algorithm as a function of the number of unique acceleration fields activated. This 
is because it is conceivable that incorporating an excessive number of simultaneous 
acceleration fields could deteriorate optimization performance. In this context, given 
the acceleration summation-based methodology proposed in this work, as more accel-
eration fields are applied, the likelihood of some fields nullifying the effects of others 
increases. Consequently, this phenomenon could lead to a significant rise in optimiza-
tion convergence time or conversely premature convergence to nonoptimal solutions. 
Therefore, an investigation on the impact of the number of activated acceleration fields 
on algorithm performance is crucial for ensuring its effectiveness and scalability in real-
world applications.

Conclusions
This paper proposes a novel methodology for solving packaging optimization problems 
using a dynamic, acceleration-based approach. The algorithm was shown to be effec-
tive in addressing three-dimensional packaging scenarios, accommodating components 
of varying geometrical complexity (i.e., convex and non-convex), preventing geometric 
overlap between components, and proper encapsulation within design domains. The 
algorithm was also shown to be capable of yielding optimal results for a variety of pack-
aging problems with known optimal solutions. Furthermore, the algorithms’ prospec-
tive capability in solving real-world packaging problems was demonstrated through the 
packaging of a hypothetical nacelle, incorporating practical considerations of center of 
mass and rotational inertia.

The algorithm proposed in this paper currently considers a limited set of performance 
metrics. However, the modular structure and acceleration summation-based approach of 
the proposed packaging algorithm pave the way for future development efforts regarding 
the inclusion of additional physical effects (e.g., thermal, structural, vibrational). Newly 
introduced acceleration fields would simply be added to summation of all other existing 
acceleration fields simultaneously applied on system components. Additionally, integra-
tion with commercial analysis software (e.g., computational fluid dynamic solvers, ther-
mal finite element analysis solvers) to provide analytical data throughout optimization 
for use in the formulation of new acceleration fields is also proposed for future work.

In summary, the novel algorithm in this paper demonstrates an effective methodol-
ogy for solving generalized packaging optimization problems. Furthermore, this work 
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provides a modular framework that can be expanded upon in the future to incorporate 
additional physical performance metrics, thereby enhancing the algorithm’s capability to 
solve a broader range of practical packaging problems.
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