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Abstract 

This paper suggests a new onboard calibration procedure for star sensors installed 
on low Earth orbit satellites. In this procedure, all the error factors are investigated, 
and an accurate model of the star sensor is presented. Then, a new scenario is pro-
posed for producing real data from a star sensor installed on a satellite while the satel-
lite is moving in orbit. These sensor data are entered into the unscented Kalman filter 
as measurement data, and the sensor parameters, including focal length and prin-
cipal point, are estimated. In the following, the estimated parameters are entered 
into the linear Kalman filter, and the misalignment error is estimated. Finally, the pro-
posed procedure is simulated, and its performance is checked. The simulation results 
show the high accuracy and convergence speed of the suggested algorithm.
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Introduction
One of the important pillars of satellites is the attitude determination system (ADS), 
which causes the satellite to be oriented and stabilized. Attitude information is received 
through sensors, and then the torque required to position the satellite in the proper 
position is provided using control rules and actuators. The accuracy of the measurement 
information is of great importance in this subsystem because otherwise it will cause the 
satellite to have an inappropriate and even unstable attitude. Due to the sensors being 
affected by systematic and random errors, their accuracy decreases. Therefore, it is nec-
essary to perform onboard calibration for sensors either offline or online [1–3].

A star sensor is basically a digital camera with a focal plane made up of many pixels. 
These pixels are made of two types of CCD (charge-coupled device) or CMOS (comple-
mentary metal-oxide semiconductor). CCDs have lower noise but are less resistant to 
radiation and are also unable to provide output at different rates. One of the important 
features of CMOS is that each pixel has a separate data processor, which is an advan-
tage. In general, active-pixel sensors (APSs) are called sensors with this feature. The star 
sensor works in such a way that the starlight is imaged on the focal plane by passing 
through the camera lens and creating bright spots on it. Then, the coordinates of the 
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center of these spots are obtained by centroid algorithms. The star vector is calculated 
in the sensor frame by having the coordinates of the center of the spots as well as the 
optical parameters and distortion parameters. On the other hand, by comparing the cre-
ated image with the pre-stored images in the memory, the star vector is obtained in the 
inertial frame. Finally, the satellite attitude matrix is obtained with the help of attitude 
determination algorithms [4–6].

Onboard calibration of the star sensor is divided into two general categories: attitude 
dependent (ADC) and attitude independent (AIC). AIC methods were given more atten-
tion due to the higher accuracy due to the lack of influence of the attitude. Jun Junkins 
proposed a principle for onboard calibration of the star sensor that the inner product 
between the stars in the sensor frame and the inertial frame is equal [7]. According to 
this principle, Mr. Samaan proposed an online calibration method, which is a combi-
nation of the least square (LS) algorithm and a linear Kalman filter (LKF) [8]. In this 
strategy, the LS algorithm calculates the initial conditions of the optical parameters, 
including the principal point and focal length. Then, the optimal values are obtained 
by applying these initial conditions to the LKF. Finally, these optimal values are used to 
obtain the distortion parameters. The major disadvantage of the mentioned method is 
that the interaction between optical parameters and distortion parameters is not con-
sidered. Mr. Wood-bury and Johnkins in [7] have used the algorithm of LS regression 
to calculate optical parameters, ignoring the influence of distortion parameters. The 
extended Kalman filter (EKF) has only been used to calculate the focal length and the 
second-order distortion factor in [9], and the rest of the parameters have been assumed 
to be fixed. The authors in [10] have improved the accuracy of this method by making 
modifications to the Samaan method. However, the interaction between the optical 
parameters and the distortion parameters is still not taken into account. In [11], a tem-
perature-dependent model for the star sensor was extracted, and an extended Kalman 
filter was used to obtain the parameters of this model. Mr. Fuqiang Zhou, in reference 
[12], has proposed a three-stage offline calibration method in which the interaction of 
optical parameters and distortion parameters is considered. The optical parameters 
are obtained in the first step by applying the Leunberger-Marquardt (LM) algorithm 
to the model without distortion. In the second step, the distortion parameters are 
obtained with the help of the values obtained from the first step and the LS algorithm. 
In the third step, optical parameters and optimal distortion parameters are obtained by 
using the values obtained from the first two steps and applying the LM algorithm to the 
model with distortion. The authors in [13] proposed an LS-EKF strategy for star sen-
sor onboard calibration. The LS algorithm computed an initial estimate for the princi-
pal point and focal length starting from the measured stars and the associated cataloged 
stars. Then, this initial estimate is entered into EKF, which computes the best evalua-
tion of the calibration parameters at each star tracker new acquisition. The authors in 
[14] proposed an NN-UKF strategy for star sensor onboard calibration. The neural net-
work estimates optical parameters. Then, the UKF is developed for accurately estimating 
optical and distortion parameters. In [15], an on-orbit calibration strategy based on a 
combination of the singular value and the eigenvalue sensitivity and the angular distance 
was proposed. The authors in [16] extracted a new model for the SS-411 sun sensor and 
proposed LM, EKF, and UKF methods for on-orbit calibration of the sun sensor as an 
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optical sensor. In [17], a state model for the star tracker and gyroscopes integrated sys-
tem based on the satellite payload multiplexed was extracted, and the systematic errors 
were calibrated by a Kalman filter.

By examining the work done in the field of onboard calibration of the star sensor, it 
can be concluded that there is a lack of accurate modeling for these sensors, and it is 
necessary to consider all the error factors. On the other hand, there is no scenario for 
producing real data from a sensor installed on a satellite while the satellite is moving in 
orbit. Generating real data helps the calibration results be more valid and gives a better 
idea of the accuracy and the convergence speed. In addition, when the sensor is installed 
on the satellite and placed in orbit, high vibrations cause misalignment errors, and as 
a result, the accuracy of the attitude estimation decreases. Therefore, it is necessary to 
develop a calibration strategy to estimate the misalignment error as well. Accordingly, 
the main contributions of the article are as follows:

•	 A detailed model of the star sensor is provided that takes into account all the error 
factors.

•	 A scenario is presented to generate real sensor data.
•	 A two-step algorithm is developed that, in addition to estimating the focal length, 

principal point, and distortion coefficients, also estimates the misalignment errors.
•	 The remainder of this paper falls under the following categories: We explain the 

star sensor modeling and output generation scenario in the “Methods” section. The 
onboard calibration algorithm is detailed in “Results and discussion” section. The 
findings and discussion are reported in “Conclusions” section. Finally, the “Conclu-
sions” section states the conclusion.

Methods
Star sensor modeling

Error sources of star sensor

The error sources in the star sensor are divided into three categories: internal errors, 
misalignment errors, and random errors. Internal errors occur due to the change in opti-
cal parameters as well as the distortion caused by the camera lens. According to Fig. 1, 
the star sensor includes a focal plane where the beams of the stars passing through the 

Fig. 1  Interior view of star sensor [18]
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camera lens are imaged. A coordinate system is defined on this plane, the origin of which 
is usually in the center of the plane; the x- and y-axes correspond to the plane, and the 
z-axis is perpendicular to the plane. The origin of this coordinate system is called the 
principal point. Also, the focal length is the distance between the principal point and 
the center of the lens. According to Fig. 2, the starlight is deflected as it passes through 
the sensor lens, which leads to a change in the coordinate of the image point. This phe-
nomenon is called lens distortion. Lens distortion is divided into radial distortion and 
tangential distortion. Radial distortion is caused by the imperfect curvature of the cam-
era lens elements, which leads to the displacement of the image point inward or outward 
from its ideal position. Also, tangential distortion occurs due to the misalignment of the 
centers of the camera lenses and leads to a change in the image along the circumference 
of the circle.

The vibrations caused by the satellite’s separation from the satellite carrier lead to a loss 
of compatibility between the sensor frame and the body frame or a misalignment error. 
The misalignment error is usually represented by an orthogonal rotation matrix, which 
expresses the relationship between two frames. The random errors of the sensor also arise 
from two important types of noise, namely noise equivalent angle (NEA) and low-frequency 
effect (LFE). Of course, solutions have been provided to remove these noises from different 
sources, but their impact is considered in this project. Accordingly, sources of deterministic 

Fig. 2  Effect of lens distortion [18]
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errors include changes in the principal point, changes in the focal length, changes in the 
distortion coefficients, internal misalignment errors, and misalignment errors between the 
sensor frame and body frame. Also, sources of random errors include the drift of optical 
parameters, the drift of distortion parameters, noise equivalent angle, and low-frequency 
noise.

Lens distortion modeling

As mentioned in the previous section, lens distortion causes the displacement of the image 
point. This displacement takes place in both radial and tangential. In the physics of optics, 
it is proved that radial distortion is a function of the distance of the ideal image point to the 
principal point, and its effect on the displacement of the image point along the x- and y-axis 
is obtained from the following Eqs (12, 13, 14, 15, 16, 17, 18):

where 
(
x̂, ŷ

)
 denotes the ideal image point (without distortion), 

(
x0, y0

)
 denotes the prin-

cipal point, k1 is the coefficient of the 2nd-order radial distortions, k2 is the coefficient 
of the 4th-order radial distortions, and r is the distance of the ideal image point to the 
principal point. Also, the effect of tangential distortion on the displacement of the image 
point is obtained as follows:

Finally, the total displacement is as follows:

Complete modeling of the star sensor

Due to the existence of various errors caused by changing the internal parameters of the 
sensor, installing the sensor on the body, and existing noises, the star sensor’s attitude-
dependent model is as follows:
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ŷ− y0

)2

(4)δxt = µ1

(
3
(
x̂ − x0

)2
+

(
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where

In the above equations, (x, y) is the actual image point (with distortion), ( ̂x,ŷ ) is the 
ideal image point (without distortion), ( x0,y0 ) is the principal point, −→s  is the star vector 
in the inertial frame, Rsensor

T is the internal misalignment error, Asensor
body  is the misalign-

ment error of the body frame with respect to the sensor frame, Abody
inertial is the attitude 

matrix of the inertial frame with respect to the body frame, nLFE is low-frequency noise, 
nNEA is noise equivalent angle, (α, β) is the star vector in the celestial frame, k1 and k2 are 
the radial distortion coefficients, and r is the distance between the principal point and 
the actual image point. It should be noted that the effects of tangential distortion are 
ignored in this modeling because they are insignificant. Considering the approximation, 
the above relations are rewritten as follows:

According to the principle that the inner multiplication between the stars in the iner-
tial frame is equal to the inner multiplication of the ideal image points in the sensor 
frame, the sensor attitude-independent model will be as follows:

where the indices i and j represent the i-th star and the j-th star, respectively. Here, we 
intend to estimate the sensor parameters, including x0 , y0 , f, k1 , and k2 , and the misalign-
ment error matrix Rsensor
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Sensor output generation scenario

As shown in Fig. 3, to generate the image point, there must be information related to 
the rotation matrix of the inertial frame with respect to the sensor frame, as well as 
the star sensor catalog information. This rotation matrix is obtained as follows:

It is necessary to have a full-sky star catalog and to know the characteristics of the 
sensor in order to produce the sensor star catalog. The full-sky star catalog is a full list 
of all known stars in the sky along with their information, including ascension angle, 
inclination angle, and brightness, based on which the star vector is calculated in the 
inertial frame. The SAO star catalog J2000 standard is one of the most famous full-sky 
star catalogs, and the catalogs of many star sensors are prepared according to it. The 
number of stars in the sensor catalog depends on the field of view of the sensor and 
the average number of stars in the field of view, which is obtained from the following 
equation:

where N  is the average number of stars in the field of view and FOV  is the field of view 
of the sensor. It should be noted that according to the star sensor manufacturing tech-
nology, each of these sensors is able to identify stars with a certain minimum bright-
ness. For this reason, the stars in the catalog must have a brightness greater than that 
certain value. The sensor star catalog is obtained by randomly selecting n stars with a 
given minimum brightness from the full-sky star catalog. The vectors of the stars in the 
sensor frame are obtained by multiplying the inertial vectors of the stars in the sensor 
star catalog by the mentioned rotation matrix. Then, the ideal image points are obtained 
from the following equation:

(18)Asensor
inertial = Asensor

body × A
body
orbit × Aorbit

inertial

(19)n = 41253×
N

FOV

Fig. 3  Star sensor output generation scenario
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Ssy , Ssz , and Ssx are the components of the star vector in the sensor frame. In the fol-
lowing, the actual image points are obtained from the Eqs. (9) and (10). Finally, accord-
ing to the focal plane size, valid coordinates are filtered.

Proposed strategy

According to Fig. 4, the information of the reference star vectors and the image points 
is entered into the first block after each image capture. In this block, by using the UKF, 
the sensor parameters, including the principal point, focal length, and distortion coef-
ficients, are obtained. Then, the output of this block is considered input to the second 
block. In the second block, the misalignment error matrix () parameters are extracted 
using the previous block’s output, the information of the attitude matrix, and the LKF.

The first stage of the algorithm (UKF)

It is necessary to know the state and the measurement representation of the sensor 
model in order to apply the UKF. If the sensor parameters are assumed constant, then 
we have the following:

where,

Considering the presence of p stars in an image, the measurement equation will be as 
follows:

According to the Eqs. (22) and (25), the UKF is designed as follows:
At first, by selecting the initial states ( ̂P0(+) ) and the initial error covariance matrix 

( Cpp,0(+) ), 11 sigma points are obtained from the following equation:
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where (
√
(5+ �)Cpp,k(+))

i
 is the i-th column of the square root of the (5+ �)Cpp,k(+) 

matrix. Then, the weight coefficients are obtained as follows:

where � is the scale parameter, α is the distribution of sigma points, β is prior knowledge 
of the distribution, and κ is the secondary scale parameter.

In the following, the sigma points are diffused based on the Eq. (30):

The previous states and the error covariance matrix of the previous state are as follows:

After that, the measurement equation is diffused:

The measurement covariance and cross-correlation matrix are as follows:

Finally, the gain of the Kalman filter, the posterior states, and the covariance matrix of 
the posterior state error will be as follows:
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Equations (26) to (39) are repeated.

The second stage of the algorithm (LKF)

This algorithm is used to extract misalignment error parameters. It is possible to obtain 
the sensor misalignment error matrix by using the sensor parameters obtained from the 
previous step, the satellite attitude matrix, and the attitude-dependent sensor model. 
We rewrite the attitude-dependent sensor model by ignoring the internal misalignment 
error as follows:

Next, we define the following variables:

Therefore, the sensor model becomes as follows:

To convert the sensor model to the desired linear model, we consider the following 
variables:

where x is the elements of the misalignment error matrix. Therefore, the linear model is 
expressed as follows:

If the the elements of the misalignment error matrix are assumed constant, then the 
state and the measurement representation are expressed as follows:
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Due to (48), the LKF will be as follows:

where � is the covariance of �n . These steps are repeated.

Results and discussion
Simulation conditions

The simulation in this section aims to examine the proposed procedure. In this 
regard, the body frame is considered to be in accordance with the orbital frame, and 
the orbital characteristics of the satellite are based on Table  1. Also, the VST-68M 
star sensor is used for simulation (Fig. 5). The specifications of this sensor are given in 
Table 2. Meanwhile, the misalignment error matrix is as follows:

(48)
x(k + 1) = x(k)

y(k) = H(k)x(k)+ �n(k)

(49)Kk = PkHk+1
T (Hk+1PkHk+1

T +�k+1)
−1

(50)x̂k+1 = x̂k + Kk

(
yk+1 −Hk+1x̂k

)

(51)Pk+1 =
(
I − KkHk+1

)
Pk

Table 1  Orbital characteristics of the satellite

Parameters Value

Semimagor axis 6931.1 km

Eccentricity 1.87572 × 10^-16

Mean anomaly 0 deg

Inclination 55 deg

Right ascention of the ascending node 203 deg

Argument of periapsis or perigee 0 deg

Fig. 5  VST-68M star sensor
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With the mentioned information, you can get an image of the stars on the focal 
plane at any time. Figure 6 shows a sample image created on the focal plane of the star 
sensor.

(52)Asensor
body =




0.999695 0.017449 −0.017452
−0.017145 0.999700 0.017449
0.017751 −0.017145 0.999695





Table 2  VST-68M star sensor specifications

Parameters Value

Length of principal point 500 pixel

Breadth of principal point 530 pixel

Focal length 74 mm

Radial distortion coefficient 2 × 10^-8

Radial distortion coefficient  − 10^-14

Pixel resolution 1024 pixel × 1024 pixel

Pixel size 18 µ m

FOV 14 deg ±

Sensitivity of star magnitude 6.0 Mv

Detector CMOS

Update rate 5 Hz

Fig. 6  A sample image created on the CMOS screen of the star sensor
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Fig. 7  Optical parameters obtained from the first stage of the algorithm
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Fig. 8  Radial distortion coefficients obtained from the first stage of the algorithm
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Table 3  Estimated parameters by first stage of the algorithm

Parameters Value obtained

x0 499.99

y0 530.03

f 74.001

k1 1.97 × 10^-8

k2  − 1.004 × 10^-14

Fig. 9  Mean square error of the optical parameters obtained from the first stage of the algorithm

Fig. 10  Residual caused by lens distortion
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Evaluation of UKF algorithm

Figures 7 and 8 are obtained by applying 0.2-pixel noise, running the UKF 100 times, 
and averaging the obtained plots. According to the figures, all parameters converge after 
300 s. The values of these parameters after 300 s are written in Table 3.

It is concluded that the error of the principal point length is equal to 0.01 pixels, the 
principal point width is equal to 0.03 pixels, the focal length is equal to 0.001 mm, the 
2nd radial distortion coefficient is 0.03 × 10−8, and the 4th radial distortion coefficient is 
0.004 × 10−14. Figure 9 shows the mean square error of the sensor parameters, that is, 0.1 
pixel after 100 s, and after 500 s, its value is equal to 0.0013 pixels.

The hysteresis caused by lens distortion is shown in Fig. 10. The maximum residual 
value occurs at the corner points, which is equal to 0.13 pixels. By calculating the aver-
age values obtained from the plots in the interval of 500 s, the average principal point 
length is equal to 499.81, the average principal point width is equal to 529.68, the aver-
age focal length is equal to 74.002, the average 2nd distortion coefficient is 1.95 ∗ 10−8 , 
and the average 4th distortion coefficient is −9.64 ∗ 10−15.

According to the values obtained from the first stage of the algorithm and considering 
the spot coordinate (432/56, 547/51), the correct star vector, the uncalibrated star vector, 
and the calibrated star vector in the sensor frame are according to Table 4. According to 
this table, the accuracy is improved.

Evaluation of the effect of noise on calibration performance

The effect of noise on the accuracy of the optical parameters is shown in Fig. 11. The 
algorithm is executed 100 times for each noise level, and the average values obtained are 
considered. As can be seen, the increase in noise causes an increase in the absolute error, 
which can be justified.

Evaluation of LKF algorithm

In the continuation of the simulation, Fig. 12 is obtained by executing the second stage 
of the algorithm to obtain the misalignment error matrix. According to the figure, 
all parameters converge after 200 s. The values of these parameters after 200 s are as 
follows:

According to (52) and (53), the average absolute error associated with the diago-
nal elements is 3.3 ∗ 10−6 . Also, the average absolute error associated with the the 

(53)Asensor
body =




0.99969 0.01735 −0.01742
−0.01698 0.99970 0.01751
0.01772 −0.01721 0.99969





Table 4  Correct star vector, uncalibrated star vector and calibrated star vector in sensor frame

Correct star vector Uncalibrated star vector Calibrated star vector




0.117865

0.124726

0.985165








0.120191

0.119918

0.985481








0.117881

0.124751

0.985160




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Fig. 11  Effect of noise on the accuracy of the optical parameters
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Fig. 12  Misalignment matrix error obtained from the second stage of the algorithm



Page 20 of 21Zhang et al. Journal of Engineering and Applied Science           (2024) 71:48 

misalignment error matrix is 4.4 ∗ 10−5 . These analyses show the calibration perfor-
mance is satisfactory. Moreover, the convergence time (< 200) is low for a space mission. 
Therefore, this design is proposed for onboard implementation in satellites.

The actual and estimated angles associated with the misalignment error matrix are 
given in Table 5. As can be seen, the average absolute error is equal to 0.0076 degrees, 
which indicates the high accuracy of this algorithm.

Conclusions
The onboard calibration method for star sensors deployed on low Earth orbit satel-
lites was proposed in this research. A precise model of the star sensor was given in 
this approach after a thorough investigation of all the error contributors. Then, a fresh 
plan was put out for generating actual data from a star sensor mounted on a satellite 
while it was orbiting the Earth. The focal length and principal point of the sensor were 
estimated using these measurement data that were fed into the unscented Kalman fil-
ter. The estimated parameters were fed into the linear Kalman filter in the following, 
and the misalignment error was calculated. Eventually, a simulation of the suggested 
process was run, and its effectiveness was evaluated. The suggested algorithm’s excel-
lent accuracy and rapid convergence were validated by the simulation results.
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