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Abstract 

Slug liquid holdup (SLH) is a critical requirement for accurate pressure drop prediction 
during multiphase pipe flows and by extension optimal gas lift design and production 
optimization in wellbores. Existing empirical correlations provide inaccurate predictions 
because they were developed with regression analysis and data measured for limited 
ranges of flow conditions. Existing SLH machine learning models provide accurate pre-
dictions but are published without any equations making their use by other research-
ers difficult. The only existing ML model published with actual equations cannot be 
considered optimum because it was selected by considering artificial neural network 
(ANN) structures with only one hidden layer. In this study, an ANN-based model for SLH 
prediction with actual equations is presented. A total of 2699 data points randomly 
divided into 70%, 15%, and 15% for training, validation, and testing was used in con-
structing 71 different network structures with 1, 2, and 3 hidden layers respectively. 
Sensitivity analysis revealed that the optimum network structure has 3 hidden layers 
with 20, 5, and 15 neurons in the first, second, and third hidden layers, respectively. 
The optimum network structure was translated into actual equations with the aid 
of the weights, biases, and activation functions. Trend analysis revealed that this study’s 
model reproduced the expected effects of inputs on SLH. Test against measured data 
revealed that this study’s model is in agreement with measured data with coefficient 
of determinations of 0.9791, 0.9727, 0.9756, and 0.9776 for training, testing, validation, 
and entire datasets, respectively. Comparative study revealed that this study’s model 
outperformed existing models with a relative performance factor of 0.002. The present 
model is presented with visible mathematical equations making its implementation 
by any user easy and without the need for any ML framework. Unlike existing ANN-
based models developed with one hidden layered ANN structures, the present model 
was developed by considering ANN structures with one, two, and three hidden layers, 
respectively.
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Introduction
Multiphase flow in pipes is the simultaneous flow of more than one phase in pipes [1] 
and is commonly encountered in the petroleum production, drilling, processing, and 
transportation systems [2, 3]. Multiphase flow modeling is more complex than single-
phase flow modeling due to the difficulty in identifying flow patterns present during 
multiphase flow [4].

Flow patterns that have been reported in the literature for vertical-upward flow [5] and 
inclined-upward flow [6] include dispersed bubble, slug, churn, and annular flow pat-
terns. Some investigators combined the slug and churn flow into a flow pattern referred 
to as an intermittent flow pattern [7]. Flow patterns reported for horizontal flow include 
intermittent, stratified-smooth, stratified-wave, dispersed bubble, and annular flow 
patterns [8]. Annular, slug, and dispersed bubble flow patterns have been observed for 
vertical downward flow [9], while stratified wave flow pattern has been observed as the 
dominant flow pattern for inclined downward flow [10].

Slug flow is one of the dominant flow patterns encountered during the multiphase 
flow of oil and gas in pipelines and wellbores [11] and occurs over a wide range of flow 
conditions. Slug flow is characterized by a series of slug units with each unit consisting 
of a Taylor bubble, thin liquid film, and liquid slug [12]. Slug flow develops when gas 
rate in the bubble flow regime is increased to a point where the bubbles become closely 
packed and start coalescing into larger bullet sharped bubbles called Taylor bubbles [5]. 
The Taylor bubbles eventually occupy the entire pipe cross section as the coalescence 
continues [13]. The formed Taylor bubbles are separated from the pipe wall by a thin 
film of liquid flowing downward relative to the Taylor bubbles. The liquid slug, carrying 
dispersed bubbles shed from the tail of the leading Taylor bubble [13], bridges the pipe 
and separates two consecutive Taylor bubbles [12]. The Taylor bubbles and small bub-
bles in the liquid slug in inclined pipes tend to accumulate near the upper part of the 
pipe section due to buoyancy resulting in a nonuniform film thickness profile across the 
pipe section [14].

Slug liquid holdup (SLH) is one of the critical slug flow closure correlations required 
for accurate prediction of pressure drop during slug flow and by extension optimal 
tubing design [15] and production optimization in wellbores. Other slug flow closure 
relationships include translational velocity and slug length [11, 16]. Comparative per-
formance analysis of models for predicting pressure drop in vertical wells conducted by 
Nwanwe and Duru [17] revealed that empirical correlations outperformed mechanistic 
models. Further investigation revealed that pressure drop is severely under-predicted 
whenever slug flow pattern is predicted by these mechanistic models. It follows there-
fore that this severe underprediction of pressure drop is due to severe underprediction 
of the closure relationships of the slug flow model of these mechanistic models. SLH is 
the slug flow closure correlation of focus for the current study.

The models developed over the years for the prediction of SLH can be categorized as 
empirical correlations [18–24], semi-mechanistic models [25, 26], mechanistic models 
[27, 28], and most recently machine learning models [29, 30]. All these SLH models with 
the exception of the machine learning models were developed with the aid of regression 
analysis-based laboratory dataset measured for narrow range flow conditions. These 
models are applicable for either low viscosity slug flow conditions [18, 23, 31–33], high 
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viscosity horizontal slug flow conditions [20, 21, 24], high viscosity vertical slug flow 
conditions [34], high viscosity horizontal to vertical slug flow conditions [19], or low vis-
cosity to high viscosity horizontal to vertical slug flow conditions [30].

In this study, a literature review conducted identified some issues with existing mod-
els for predicting SLH during multiphase flow in pipes. First, existing SLH empirical 
correlations, semi-mechanistic models, and mechanistic models have failed to produce 
accurate SLH predictions. This is because these correlations and models were devel-
oped using regression analysis which is incapable of adequately capturing the nonlin-
earity between the independent variables and dependent variable. In addition, none of 
these correlations and models was developed with data measured for low to high viscos-
ity horizontal to vertical upward flow conditions. Hence, these correlations and models 
failed when applied to flow conditions different from those employed in their formula-
tion. Second, to the authors’ knowledge, the Abdul-Majeed et al. model [30] is the only 
SLH model developed with artificial neural network (ANN) and with data measured for 
low viscosity to high viscosity horizontal to vertical slug flow conditions. However, in 
selecting the optimum network structure, the authors [30] only considered a network 
structure with a single hidden layer (HL). They used a program that performed checks 
on the number of neurons and their weights in the single HL and then selected the net-
work structure with the lowest mean square error as optimum. The structure selected by 
these authors as optimum contains 11 neurons in the single HL. This selected network 
structure cannot be considered as optimum because the authors only considered one HL 
in their selection. ANN and adaptive neuro-fuzzy inference system (ANFIS) has been 
used to solve complex problems in the petroleum industry, but only few of these studies 
have developed and presented as a visible mathematical model [35–38].

In the present study, a slug liquid holdup artificial neural network visible mathemati-
cal model (SLH-ANN-VMM) applicable for low to high viscosity horizontal to vertical 
upward pipe flow conditions is proposed. A dataset consisting of 2699 data points col-
lected from open source [39] was used for the model development. A total of 70% of the 
dataset was used for training and 15% for testing and validation respectively. The train-
ing dataset was transformed into four dimensionless numbers [40] and an inclination 
angle. This was followed by the application of the dimensionless transformation to the 
testing and validation datasets. The entire dataset was used in the construction of 71 dif-
ferent network structures with each structure having either 1, 2, or 3 HLs with varying 
numbers of neurons in each HL. Sensitivity analysis was performed for the 71 network 
structures, and the optimum network structure selected was based on three statistical 
performance indicators, namely correlation coefficient, mean square error, and relative 
performance factor. A structure is considered optimum if it achieved best performance 
with respective to two or all three statistical performance indicators. The network struc-
ture selected as optimum in this study contains 20 neurons in the first HL, 5 in the sec-
ond HL, and 15 in the third HL. The trained SLH-ANN black-box model (BBM) was 
translated into a SLH-ANN-VMM with the aid of the extracted tuned biases and weights 
and the activation functions. The SLH-ANN-VMM was also written in a MATLAB code. 
Three evaluation tests were performed. First, trend analysis revealed that the proposed 
SLH-ANN-VMM produced the expected effect of various independent variables on the 
SLH. Second, the test against measured dataset revealed that the SLH predicted by the 
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proposed SLH-ANN-VMM is in close agreement with the measured SLH. Third, the 
comparative study revealed that the proposed SLH-ANN-VMM outperformed existing 
SLH models.

Methods
Data collection and description

Openly sourced datasets consisting of 2669 data points collected from 23 different stud-
ies and published as an open source Mendeley Data [39] were used in developing the 
proposed slug liquid holdup artificial neural network visible mathematical model (SLH-
ANN-VMM). The dataset is made of seven input variables and one output variable. The 
input variables include superficial gas velocity ( VSG ), superficial liquid velocity ( VSL ), liq-
uid viscosity ( µL ), internal diameter of pipe (d), liquid density ( ρL ), inclination angle ( θ ), 
and surface tension ( σL ). The slug liquid holdup ( HLS ) is the output variable. Description 
of the entire dataset employed in the present is as shown in Table 1.

Data preprocessing

Abdul-Majeed et  al. [30] demonstrated based on measured data that SLH, HLS , is 
strongly affected by superficial gas velocity, VSG , superficial liquid velocity, VSL , liquid 
viscosity, µL , pipe internal diameter, d, pipe inclination angle, θ , and surface tension, 
σL , respectively. The authors went further to develop a single hidden layer ANN-VMM 
for HLS prediction as function of VSL , VSG , µL , d, θ , and σL , while liquid density, ρL , was 
neglected. Other authors used regression analysis to developed HLS models as function 
of Wallis [41] dimensionless Froude number,NFr , and viscosity number, Nµ [20, 21, 24] 
and NFr , and inverse of the viscosity number, Nf  [34], NFr , Nµ , and θ [19]. Recent studies 
[42, 43] revealed that the use of dimensionless numbers leads to poorer accuracy com-
pared to using the entire set of parameters.

The use of θ and any two of NFr , Nµ and Nf  , accounts for all input variables used by 
Abdul-Majeed et al. [30] with exception of σL . We propose using θ and the four dimen-
sionless numbers as originally proposed by Ros [40] to account for the effect of all input 
variables including σL and ρL in training the ANN. The Ros [40] gas velocity number, 
liquid velocity number, pipe diameter number, and liquid viscosity number employed in 
this study are as given in Eqs. (1), (2), (3), and (4) in metric units respectively. The statis-
tical analysis of the preprocessed dataset is as shown in Table 2.

Table 1 Description of the entire dataset (2699 data points) employed in the present study

S/N Variables Units Min Max Average Std

1 Superficial gas velocity, VSG m/s 0.030 15.308 1.848 2.181

2 Superficial liquid velocity, VSL m/s 0.011 3.048 0.500 0.489

3 Liquid viscosity, µL mPas 1.000 5300.000 323.931 739.984

4 Pipe internal diameter, d m 0.023 0.100 0.052 0.018

5 Liquid density, ρL kg/m3 795.748 1300.000 883.136 83.521

6 Pipe inclination angle, θ ◦ 0.000 90.000 14.660 29.284

7 Surface tension, σL mN/m 27.500 72.000 31.632 7.789

8 Slug liquid holdup, HLS - 0.164 1.000 0.820 0.189
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Slug liquid holdup ANN black‑box model development

A total of 2699 openly sourced laboratory-measured data points were employed in the 
development with the SLH-ANN-BBM. First, the dataset was preprocessed by trans-
forming the input variables in four dimensionless numbers. Second, the preprocessed 
dataset was divided into three different sets: 70%, 15%, and 15% for training, testing, and 
validation respectively. As shown in Table  3, the division of the preprocessed dataset 
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Table 2 Description of the preprocessed dataset (2699 data points) employed in the present 
research

S/N Variables Units Min Max Average Std

1 Gas velocity number, NGV - 0.2221 112.5366 13.5169 15.9312

2 Liquid velocity number, NLV - 0.0821 22.4073 3.6624 3.5720

3 Pipe diameter number, Nd - 12.2862 54.3110 27.5472 9.3368

4 Liquid viscosity number, NL - 0.2240 2086.4874 131.3393 292.4623

5 Inclination angle, θ ◦ 0.0000 90.0000 14.6602 29.2836

6 Slug liquid holdup, HLS - 0.1640 1.0000 0.8197 0.1887

Table 3 Parameter ranges for the training, validation, and testing datasets employed in the present 
study

Training dataset 
(1889 data points)

Testing dataset 
(405 data points)

Validation dataset 
(405 data points)

S/N Parameters Units Min Max Min Max Min Max

1 Gas velocity number, NGV - 0.2221 112.5366 0.7218 95.8498 0.2221 76.8864

2 Liquid velocity number, NLV - 0.0821 22.4073 0.2205 22.2692 0.1137 17.1699

3 Pipe diameter number, Nd - 12.2862 54.3110 13.6814 28.4472 12.2862 27.6279

4 Liquid viscosity number, NL - 0.2240 2086.4874 0.5333 235.0331 0.6138 1377.8690

5 Inclination angle, θ ◦ 0.0000 90.0000 0.0000 90.000 0.0000 90.0000

6 Slug liquid holdup, HLS - 0.1640 1.0000 0.1700 0.9999 0.2070 1.0000
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ensured that all the parameter ranges in the testing and validation datasets were covered 
in the training dataset.

The optimum network structure was selected by first constructing 71 network structures 
as shown in column 2 of Table 4 with each structure having either 1, 2, or 3 hidden layers 
(HLs) with varying numbers of neurons in each HL. In addition, each HL consists of vary-
ing numbers of neurons ranging from 5 to 20 in steps of 5. As shown in Table 4, column 2, 
the figures after the letter “n” represent the neurons in the HLs. For example, the network 
structure n-10–20-5 is a 3 HL network with 10 neurons in the first HL, 20 in the second 
HL, and 5 in the third HL.

The preprocessed data points were employed in the training, testing, and validation of 
each of the 71 constructed network structures. We used the training dataset (1889 data 
points) to train each network structure until 3 basic conditions were satisfied. First, the 
training dataset mean square error (MSE) must be less than that of validation and testing. 
Second, testing and validation datasets MSE must have identical characteristics. Last, cor-
relation coefficients must increase in the order of testing, validation, entire, and training 
datasets [44].

At the end of the satisfactory training of each network structure, the trained network is 
used in the prediction of SLH for the entire dataset (2699 data points). The predicted SLHs 
are then used to calculate the performance of each of the 71 satisfactorily trained network 
structures using 3 different statistical performance tools. The statistical performance tools 
include correlation coefficient, R , root-mean-square error, Erms , and relative performance 
factor, Frp . Frp , as defined in Eq. (5), includes the effect of six statistical errors ( E1 , E2 , E3 , E4 , 
E5 , and E6 ) with a minimum of zero and a maximum of six representing the best and worst 
performance respectively. Erms , as defined in Eq.  (6), with the lowest and highest values 
indicates best and worst performance, respectively. R, as defined in Eq. (7), with the lowest 
and highest values represents the worst and best performance respectively.

Table 4 presents the results of the comparative performance analysis of the 71 different 
network structures. As shown in Table 4, the statistical error parameters E1 through E6 are 
presented in columns 3 through 8. The statistical performance tools Erms is presented in 
column 9, R in column 10, and Frp in column 11. The blue cells with metrics written in 
white represent best performance for each considered statistical error parameter or statisti-
cal performance tool. In this study, we considered a network structure to be optimum if it 
achieved best performance in respect to at least two of the three statistical performance 
tools.

As shown in Table 4, the n-20–5-15 network structure was selected as optimum because 
it achieved the highest value of R (0.978), lowest value of Erms (0.048), and second minimum 
value of Frp (0.330). Levenberg–Marquardt optimization algorithm was used in training the 
network, the hyperbolic tangent activation function for activating the HLs, and linear acti-
vation function for activating the output layer. As shown in Fig. 1, the optimum network 
consists of an input layer with 5 input variables; 3 HLs with 20, 5, and 15 neurons in the 
first, second, and third HLs respectively; and an output layer with 1 output variable.
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Table 4 Comparative performance analysis of the 71 network structures based on the entire 
dataset (2699 data points)
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where eri is the relative error, ei is the actual error, E1 is the average percent error, E2 is 
the absolute average percent error, E3 is the percent standard deviation, E4 is the average 
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Fig. 1 Structure of the trained slug liquid holdup ANN model
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error, E5 is the absolute average error, E6 is the standard deviation, eimeas is the aver-
age change in measured SLH, HLSmeas is average measured slug liquid holdup, HLSimeas is 
measured liquid holdup, HLSipred is the predicted liquid holdup, R is the correlation coef-
ficient, Erms is the root-mean-square error, and Frp is a relative performance factor.

Slug liquid holdup ANN visible mathematical model development

The SLH-ANN-BBM developed in the “Slug liquid holdup ANN black-box model devel-
opment” section was presented without any visible mathematical equation. This will 
make it difficult for readers to implement the developed ANN model. There is therefore 
the need for a translation of the SLH-ANN-BBM into a SLH-ANN-VMM with the aid of 
the extracted weights and biases and the activation functions.

As already mentioned, the trained optimum ANN consist of 3 HLs with 20 neurons 
in the first HL, 5 neurons in the second HL, and 15 neurons in the third HL. From 
here, we will refer to the input layer as the first layer, first HL as second layer, second 
HL as third layer, third HL as fourth layer, and output layer as the fifth layer. The 
second, third, fourth, and fifth layers extracted biases and weights are as presented 
in Tables 5, 6, 7, and 8, respectively. The SLH-ANN-VMM development is described 
next.

First, an input vector Y of seven variables representing the inputs VSG , VSL , µL , d, ρL , 
θ , and σL is defined. In the preprocessing step, six out of the seven input variables were 
transformed to dimensionless numbers: NGV  , NLV  , Nd , and NL with the aid of Eqs. (1), 

Table 5 Second layer’s bias vector, bL2 , and weight matrix, WL2 , used in Eq. (19)

W
L2

b
L2

NGV NLV Nd NL θ

0.203 0.344 0.321  − 5.572  − 0.490  − 5.062

 − 0.065 0.477  − 4.897  − 0.595  − 0.564  − 5.633

 − 0.643 0.178  − 0.707 1.448  − 1.479 1.946

 − 0.575 3.195 2.099  − 1.192  − 0.341 3.867

 − 1.436 2.424  − 0.094  − 0.555  − 0.292 1.569

1.519  − 1.903 0.435 1.574 1.178  − 0.967

 − 0.200  − 0.510  − 4.850 1.944 0.177  − 0.317

 − 0.353  − 1.191  − 0.733  − 2.984 2.561 0.453

1.324 1.661 0.053 1.409 2.020  − 0.143

 − 1.190  − 1.013  − 0.925  − 1.277 0.212 0.101

0.930 1.183  − 0.230  − 1.363  − 1.810  − 0.275

1.533 1.675  − 0.184  − 0.027 2.307 0.607

0.145 0.053  − 3.344  − 1.675 0.133  − 0.243

0.268 1.108 1.692  − 1.394 1.964  − 1.273

 − 0.978 1.130 0.179  − 1.090  − 0.895  − 1.489

1.151 1.345 1.067 0.475  − 0.666 1.225

0.174  − 0.298 0.075 2.520  − 4.354  − 2.882

0.238  − 0.633 2.813 0.402 1.299 1.853

0.218  − 2.118 0.963  − 1.441 1.563 1.462

2.615  − 0.424  − 0.161  − 0.631  − 0.386 2.685
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(2), (3), and (4), respectively. Similarly, in developing the ANN-VMM, the dataset is 
transformed to dimensionless numbers with the aid of Eqs. (1), (2), (3), and (4).

Second, the dimensionless numbers ( NGV  , NLV  , Nd , and NL ) and the angle of inclination, 
θ , were used as inputs in the training of the ANN. Hence, an input vector X of five vari-
ables: X1 , X2 , X3 , X4 , and X5 representing the inputs NGV  , NLV  , Nd , NL , and θ is defined. 
Before training of the ANN, the default feed forward network processing function as given 
in Eq. (18) was used to normalize the inputs to lie between − 1 and + 1.

where X(−1:1) is the input vector normalized in the range {− 1, + 1},  Xmin is the mini-
mum training dataset input vector as shown in column 4 of Table 3, Xmax is the maxi-
mum training dataset input vector as shown in column 5 of Table 3, and aL1 is the first 
layer’s activation vector.

Third, the second layer’s (first HL’s) net input vector, ZL2 , is determined as the sum of 
second layer’s bias vector, bL2 , and the product of the second layer’s weight matrix, WL2, 
and first layer’s activation vector, aL1 , as defined in Eq. (19). Second layer’s bias vector, 
bL2 , and weight matrix, WL2, are listed in Table 5.

Fourth, the second layer’s activation vector is determined to lie in the range 
between − 1 and + 1 by using Eq. (20), the hyperbolic tangent activation function.

(18)aL1 = Xn(−1:1) = 2

[

X − Xmin

Xmax − Xmin

]

− 1

(19)ZL2
= bL2 +WL2

· aL1

(20)aL2 =

(

2

1+ exp(−2ZL2)

)

− 1 = tanh
(

ZL2
)

Table 7 Fourth layer’s bias vector, bL4 , and weight matrix, WL4 , used in Eq. (23)

W
L4

b
L4

 − 0.914 0.563 1.956 1.416 2.873 2.417

 − 0.611  − 1.582  − 2.605  − 0.661 2.217 2.748

 − 1.464  − 1.482 0.005  − 1.118 0.167 1.589

1.631 0.884  − 0.761 0.415 0.999  − 1.527

 − 1.741 0.014 1.376 0.064  − 1.330 1.150

1.422  − 1.787 1.919 0.856 2.005  − 1.344

 − 1.375 0.799  − 5.227 0.564 1.149  − 0.730

0.637 1.800 2.138  − 1.029 0.106  − 1.878

 − 0.615 1.833  − 0.095  − 1.141  − 1.365  − 0.100

0.061  − 2.533 0.204  − 0.349  − 1.886 0.040

2.171 0.978  − 2.516 2.134 0.979 2.019

1.958 2.343 2.617  − 1.440 0.501 0.909

 − 1.842 2.183 1.928 0.474 0.485  − 2.205

0.668 1.977  − 0.276 0.423 2.322 1.264

1.202 1.550 1.803  − 1.538  − 0.758 2.649
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Fifth, the third layer’s (second HL’s) net input vector, ZL3 , is determined as the sum of 
the third layer’s bias vector, bL3 , and the product of the third layer’s weight matrix, WL3 , 
and the second layer’s activation vector, aL2 , as expressed in Eq. (21). Third layer’s bias 
vector, bL3 , and weight matrix, WL3 , are listed in Table 6.

Sixth, the third layer’s activation vector is computed to lie in the range {− 1, + 1} with 
the aid of Eq. (22), the hyperbolic tangent activation function.

Seventh, the fourth layer’s (third HL’s) net input vector, ZL4 , is determined as the sum 
of the fourth layer’s bias vector, bL4 , and the product of the fourth layer’s weight matrix, 
WL4, and the third layer’s activation vector, aL3 , as defined in Eq. (23). Fourth layer’s bias 
vector, bL4 , and weight matrix, WL4 , are listed in Table 7.

Eighth, the fourth layer’s activation vector is computed to lie in the range {− 1, + 1} 
with the aid of Eq. (24), the hyperbolic tangent activation function.

Ninth, the fifth layer’s (output layer’s) net input, ZL5 , is determined as the sum of the fifth 
layer’s bias, bL5 , and the product of the fifth layer’s weight vector, WL4, and the fourth 
layer’s activation vector, aL4 , as defined in Eq. (25). Fifth layer’s bias, bL5 , and weight vec-
tor, WL5 , are listed in Table 8.

Tenth, the fifth layer’s (output layer’s) net input vector, ZL5 , is denormalized with the 
aid of Eq. (26) to produce the output (slug liquid holdup).

where HLS is the predicted slug liquid holdup, ZL5 is the fifth layer’s (output layer’s) net 
input, HLSmax is the maximum value of training dataset slug liquid holdup equal to 1.0 
as shown in column 5, row 8 of Table 3, and HLSmin is the minimum value of the training 
dataset slug liquid holdup equal to 0.164 as shown in column 4, row 8 of Table 3.

The flow chart for predicting of SLH with the proposed SLH-ANN-VMM is as shown 
in Fig. 2. In addition, a MATLAB code of the proposed SLH-ANN-VMM is presented in 
Appendix Table 13.

(21)ZL3
= bL3 +WL3

· aL2

(22)aL3 =

(

2

1+ exp(−2ZL3)

)

− 1 = tanh
(

ZL3
)

(23)ZL4
= bL4 +WL4

· aL3

(24)aL4 =

(

2

1+ exp(−2ZL4)

)

− 1 = tanh
(

ZL4
)

(25)ZL5
= bL5 +WL5

· aL4

(26)HLS =

(

ZL5
+ 1

)

2
(HLSmax −HLSmin)+HLSmin
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Fig. 2 Flow chart for the predicting of slug liquid holdup with the proposed SLH-ANN-VMM
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Results and discussion
Three important tests were performed to evaluate the proposed SLH-ANN-VMM. These 
tests include trend analysis, test against measured dataset, and comparison against best 
available models.

Trend analysis of the SLH‑ANN‑VMM based on synthetic slug flow dataset

We conducted a trend analysis to confirm whether the proposed SLH-ANN-VMM 
reproduced the expected effect of each input variable on the SLH. First, seven different 
synthetic datasets were generated. Each synthetic dataset was generated by varying one 
input and keeping the other inputs constant. The constant inputs used in the synthetic 
datasets generation are as defined in Table  1, column 6. Second, the proposed SLH-
ANN-VMM and the best available SLH-ANN-VMM [30] were used to predict the SLH 
for each of the seven synthetic datasets. Third, plot of each of the varied input parameter 
against the SLH is made.

Figure 3 shows the effect of superficial gas velocity (SGV) on slug liquid holdup (SLH). 
Generally, an increase in SGV results in a decrease in SLH. This is because increasing the 

Fig. 3 Effect of superficial gas velocity on slug liquid holdup
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SGV will sweep out most of the liquid phase from the pipe resulting in more of the pipe 
cross section occupied by the gas phase [45]. This of course will result in an increase 
in the gas void fraction and a corresponding decrease in the SLH. Hence, as shown in 
Fig. 3, the proposed SLH-ANN-VMM and Abdul-Majeed et  al. SLH-ANN-VMM [30] 
simulate the expected decrease in SLH with an increase in superficial gas velocity.

Figure  4 shows the effect of superficial liquid velocity (SLV) on SLH. Generally, an 
increase in SLV results in a slight increase in SLH because of an increase in the pipe’s 
input liquid content [19]. Hence, as evident in Fig. 4, the proposed SLH-ANN-VMM and 
Abdul-Majeed et al. SLH-ANN-VMM [30] simulate the expected slight increase in SLH 
with an increase in SLV.

Figure 5 shows the effect of liquid viscosity (LV) on SLH for medium to high LV. It has 
been reported in several experimental studies [20, 24, 34, 45] that for medium to high 
LV, SLH increases with an increase in LV. This is because an increase in LV will increase 
both the shear around the pipe wall and resistance of liquid flow which will result in an 
increase in SLH. It is therefore evident from Fig. 5 that for medium to high LV, the pro-
posed SLH-ANN-VMM simulates the expected increase in SLH with an increase in LV. 

Fig. 4 Effect of superficial liquid velocity on slug liquid holdup
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However, the Abdul-Majeed et al. SLH-ANN-VMM [30] did not simulate the expected 
effect of LV on SLH.

Figure  6 shows the effect of LV on SLH for low LV. The dual effect of LV on SLH 
has been reported in several studies [46–48]. These researchers observed that SLH 
decreased with an increase in LV for LV, µL ≤ 3mPas , and increased with increase in 
LV for LV, µL > 3 mPas. For µL ≤ 3 mPas, the low drag forces contribute to a more uni-
form bubble distribution which of course results in decrease SLH. For µL > 3 mPas, the 
large drag forces contribute to bubble coalescence which results in an increase in SLH. 
It is evident from Fig.  6 that the proposed SLH-ANN-VMM and Abdul-Majeed et  al. 
SLH-ANN-VMM [30] do not simulate the dual effect of LV on SLH. Instead, SLH was 
observed to increase slightly with an increase LV for both models which is in agreement 
with the observations of several authors [46–48] for LV, µL > 3 mPas.

Figure 7 shows the effect of pipe internal diameter (PID) on SLH. It has been reported 
in several studies [11, 28, 49, 50] that SLH increases slightly with an increase in PID. This 
increase in SLH with an increase in PID is because of the increase in bubble rise velocity 
with an increase in PID [51]. It is evident from Fig. 7 that the proposed SLH-ANN-VMM 

Fig. 5 Effect of liquid viscosity on slug liquid holdup for medium to high liquid viscosity
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simulates the expected increase in SLH with an increase in PID. It is also evident from 
Fig. 7 that the Abdul-Majeed et al. SLH-ANN-VMM [30] did not simulate the expected 
increase of SLH with PID.

Figure 8 shows the effect of pipe inclination angle (PIA) on SLH. It has been observed 
based on experimental data that SLH decreases with an increase in PIA with a maximum 
value for horizontal flow and minimum for vertical upward flow [33]. This observed 
decrease in SLH with an increase PIA has been confirmed in some studies [11, 52]. As 
shown in Fig.  8, the proposed SLH-ANN-VMM and Abdul-Majeed et  al. SLH-ANN-
VMM [30] simulate the expected decrease in SLH with an increase of PIA up to 30° and 
15° respectively.

Figure  9 shows the effect of surface tension (ST) on SLH. It is expected that SLH 
increases with increase in ST. This is because increase in ST promotes increase in bub-
ble rise velocity which results in an increase in SLH [19]. As evident in Fig. 9, the pro-
posed SLH-ANN-VMM and the Abdul-Majeed et al. SLH-ANN-VMM [30] simulate the 
expected increase in SLH with increase in ST.

Fig. 6 Effect of liquid viscosity on slug liquid holdup for low liquid viscosity
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Test of the SLH‑ANN‑VMM against measured slug flow dataset

In this section, we tested the prediction accuracy of the trained optimum network 
structure against laboratory-measured slug flow dataset. This was done by using the 
trained optimum network to predict the SLH based on the training, testing, valida-
tion, and entire datasets respectively. Next, measured and predicted SLH cross-plots 
with unit slope and trend lines are used to evaluate the accuracy of the developed 
model. In addition,the coefficient of determination (R-squared) is included in the 
cross-plot.

We considered the developed model accurate and in agreement with measured dataset 
if the two conditions are satisfied. First, majority of the cross-plots must be clustered 
close to the unit slope line. Second, the coefficient of determination must increase in the 
order of testing, validation, entire, and training datasets.

As shown in Figs.  10, 11, 12, and 13, majority of the cross-plots are clustered close 
to the unit slope line with a coefficient of determinations of 0.9791, 0.9727, 0.9756, and 
0.9776 for training, testing, validation, and entire datasets respectively. Notice that the 
coefficient of determination increases in the order of testing, validation, entire, and 

Fig. 7 Effect of pipe internal diameter on slug liquid holdup
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training datasets. This clearly shows that the two conditions are satisfied, and hence, the 
proposed SLH-ANN-VMM predictions are in close agreement with measured SLH.

Comparison of SLH‑ANN‑VMM against existing correlations and models

The 2699 laboratory-measured slug flow data points were used for comparing the per-
formance of the present model against that of 8 available SLH correlations [18–21, 23, 
24, 31, 34] and 1 machine learning model [30]. Statistical and graphical error analyses 
were employed for the comparative study.

Statistical error analysis

Statistical error analysis was employed in this study in comparing the proposed SLH-
ANN-VMM against eight existing SLH correlations and the only existing SLH-ANN-
VMM. To demonstrate the robustness of the proposed SLH-ANN-VMM, four different 
comparative studies were performed. First, the proposed SLH-ANN-VMM was com-
pared against horizontal, vertical, and inclined SLH models based on slug flow dataset 
measured for horizontal, vertical, and inclined slug flow conditions respectively. Second, 

Fig. 8 Effect of pipe angle of inclination on slug liquid holdup
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the proposed SLH-ANN-VMM was compared against the existing SLH models based on 
the slug flow dataset measured for horizontal to vertical slug flow conditions.

Relative performance factor, Frp , as given in Eq. (5) was chosen as the statistical perfor-
mance indicator for the comparative study because it includes the effect of six statistical 
errors ( E1 , E2 , E3 , E4 , E5 , and E6 ) given in Eq.  (10) through (15). Relative performance 
factor, Frp , ranges from 0 to 6 for best and worst performance respectively.

Tables 9, 10, and 11 summarized the results of the statistical-based comparative per-
formance analysis for the proposed SLH-ANN-VMM and existing horizontal, vertical, 
and inclined SLH models based slug flow dataset measured for horizontal, vertical, and 
inclined slug flow conditions respectively. Table 12 summarizes the results of the statis-
tical-based comparative performance analysis for the proposed SLH-ANN-VMM, eight 
existing SLH correlations, and the only existing SLH-ANN-VMM.

The different models are defined in column 2, while the statistical error parameters, 
E1 , through E6 are defined in columns 3 through 8. Relative performance factor, Frp , is 
defined in column 9 for Tables 9, 10, 11, 12. The cells in blue represent the lowest val-
ues of each of the six statistical error parameters and the relative performance factor. 

Fig. 9 Effect of surface tension on slug liquid holdup
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Furthermore, the models are arranged for convenience in order of increasing the rela-
tive performance factor. As already mentioned, relative performance factor, Frp , was 
chosen as the satistical performance indicator for the comparative study because it 
incorporates the effects of E1 , E2 , E3 , E4 , E5 , and E6 . The best-performing model must 
achieve the minimum of value of Frp , while the worst performing must achieve the 
maximum value of Frp.

As presented in Tables  9, 10, and 11, this study’s SLH-ANN-VMM outperformed 
existing horizontal, vertical, and inclined SLH models with minimum Frp of 0.000, 
0.000, and 0.006, respectively. Overall as evident in Table 12, this study’s SLH-ANN-
VMM achieved the best performance with minimum Frp of 0.002, while the Abdul-
Majeed (2000) model achieved the worst performance with maximum Frp of 5.060.

The performance of the SLH models decreases in the order of this study’s SLH-
ANN-VMM, Abdul-Majeed et al. [30], Abdul-Majeed and Al-Mashat [19], Sylvester 
[31], Gregory et  al. [23], Kora et  al. [24], Archibong-Eso et  al. [21], Al-Safran et  al. 
[20], Al-Ruhaimani et al. [34], and Abdul-Majeed [18] models, respectively.

Fig. 10 Measured and predicted SLH cross-plots for the training dataset (1889 data points)
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Graphical error analysis

Cross‑plots Figure 14 shows the cross-plots of the measured SLH and predicted SLH 
by the proposed SLH-ANN-VMM, the eight existing SLH correlations, and an existing 
SLH-ANN-VMM. First, we constructed the cross-plots of the measured SLH against 
the SLH predicted by each of the considered models. Second, unit slope line represent-
ing a line of perfect correlation is included in the plot. Third, deviation lines of + 20% 
and − 20% are included to represent lines of model overprediction and underprediction 
respectively. We will consider a model to be best performing if majority of its cross-plots 
are (1) clustered in very close proximity to the unit slope line and (2) within the + 20% 
and − 20% deviation lines.

As shown in Fig.  14, the proposed SLH-ANN-VMM have the majority of its cross-
plots clustered in very close proximity to the unit slope line and within the + 20% 
and − 20% deviation lines. This a clear indication that the proposed SLH-ANN-VMM 

Fig. 11 Measured and predicted SLH cross-plots for the testing dataset (405 data points)
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achieved the best performance. The Abdul-Majeed et  al. SLH-ANN-VMM [30] 
achieved the second best performance with the second highest number of cross-plots 
clustered in very close proximity in the unit slope line and within the + 20% and − 20% 
deviation lines. The Abdul-Majeed correlation [18] achieved the worst performance 
since only very few of the cross-plots are clustered in close proximity to the unit slope 
line and within the + 20% and − 20% deviation lines.

As shown in Fig.  14, we observed that the Abdul-Majeed and Al-Mashat correla-
tion [19] produced negative values of SLH for some data points measured for low 
viscosity horizontal to near-horizontal flow conditions. These negative values of SLH 
are because we applied their correlation to flow conditions different from those used 
in its formulation. Note that the Abdul-Majeed and Al-Mashat correlation [19] was 
developed with data measured for high viscosity horizontal to vertical upward flow 
conditions. This a clear prove that these correlations fail when applied to flow condi-
tions different from those used in their formulation.

Fig. 12 Measured and predicted SLH cross-plots for the validation dataset (405 data points)
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Residual plots Figure  15 shows the residual plots of the proposed SLH-ANN-VMM, 
eight existing SLH correlations, and an existing SLH-ANN-VMM. We constructed the 
residual plots by plotting the number of data point against the actual error (Eq.  (9)) 
achieved by each of the considered model.

Second, a zero actual error line is included to represent a perfect agreement between 
the measured SLH and SLH predicted by the considered models. Third, + 0.1 and − 0.1 
actual error lines are also included to represent lines of model overprediction and under-
prediction, respectively. We considered a model to be best performing if majority of the 
residual plots are (1) clustered in close proximity to the zero actual error line and (2) 
within the + 0.1 and − 0.1 actual error lines.

As shown in Fig. 15, the proposed SLH-ANN-VMM achieved the best performance 
with the majority of the residual plot points clustered in very close proximity to the 
zero actual error line and within the + 0.1 and − 0.1 actual error lines. The Abdul-
Majeed et al. SLH-ANN-VMM [30] achieved the second best performance with the 
second highest number of residual plots clustered in very close proximity to the zero 

Fig. 13 Measured and predicted SLH cross-plots for the entire dataset (2669 data points)
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actual error line and within the + 0.1 and − 0.1 actual error lines. The Abdul-Majeed 
[18] achieved the worst performance since only very few of the residual plots are 
clustered in very close proximity to the unit slope line and within the + 0.1 and − 0.1 
actual error lines.

This study’s SLH-ANN-VMM outperformed the existing SLH models for several rea-
sons. First, the ANN model was developed with dataset measured for low to high viscos-
ity horizontal to vertical-upward flow conditions. Second, the model was developed with 
ANN which is capable of mapping the nonlinearity between the inputs and output better 
than regression analysis. Lastly, the optimum ANN network structure was obtained by 
selecting the best-performing network structure from a group of structures constructed 
with one, two, or three HLs with varying numbers of neurons in each HL.

Fig. 14 Measured SLH and predicted SLH cross-plots for the proposed SLH-ANN-VMM, the eight existing SLH 
correlations, and an existing SLH-ANN-VMM

Fig. 15 Residual plots for the proposed SLH-ANN-VMM, the eight existing SLH correlations, and an existing 
SLH-ANN-VMM
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Conclusions and recommendations
Conclusions

This study developed slug liquid holdup artificial neural network visible mathemati-
cal model (SLH-ANN-VMM) applicable for low to high viscosity horizontal to vertical 
upward flow conditions. Openly sourced datasets consisting of 2669 data points were 
used in the construction of 71 different network structures with each structure having 
either 1, 2, or 3 HLs with varying number of neurons in each HL. Levenberg–Marquardt 
optimization algorithm was used in training the network, hyperbolic tangent activation 
function for activating the HLs, and linear activation function for activating the output 
layer. Comparative performance analysis revealed that the optimum network structure 
has 20 neurons in the first HL, 5 neurons in the second HL, and 15 neurons in the third 
HL. The trained SLH-ANN black-box model was translated into a SLH-ANN-VMM 
with the aid of the extracted biases and weights and the activation functions. Trend anal-
ysis revealed that the proposed SLH-ANN-VMM reproduced the expected effects of the 
various inputs on SLH. Test against measured dataset revealed that the SLHs predicted 
by the proposed SLH-ANN-VMM are in close agreement with the measured SLHs with 
the coefficient of determination of 0.9791, 0.9727, 0.9756, and 0.9776 for training, test-
ing, validation, and entire datasets, respectively. Comparative study revealed that the 
current SLH-ANN-VMM outperformed existing horizontal, vertical, and inclined SLH 
models with minimum Frp of 0.000, 0.000, and 0.006, respectively. Comparative study 
revealed that the proposed SLH-ANN-VMM with a minimum relative performance fac-
tor of 0.002 outperformed eight existing SLH empirical correlations and an existing sin-
gle hidden layered SLH-ANN-VMM.

The findings of this study have added to the existing knowledge in several areas. This 
study developed an ANN-based model for multiphase SLH prediction for low to high 
liquid viscosity in horizontal to vertical-upward multiphase pipe flows. The present 
model was developed and published as visible mathematical equations making its imple-
mentation by any user easy and without the need for any ML framework. Unlike existing 
ANN models that were developed by considering only ANN structures with one hidden 
layer (HL), the present model was developed by considering ANN structures with one, 
two, and three HLs. Evaluation results revealed that the developed model predicted SLH 
better than the best available SLH models and simulated expected effects of inputs on 
SLH. A user-friendly MATLAB code for SLH prediction is also presented in this study. 
The code can easily be incorporated into existing mechanistic models for accurate FBHP 
prediction.

Recommendations

It is recommended that the proposed SLH-ANN-VMM be used for data points whose 
parameter ranges are within the minimum and maximum parameter ranges as defined 
in columns 4 and 5 of Table 1. Slug liquid holdup is one of the critical slug parameters 
required for accurate prediction of pressure drop during slug flow in pipes. It is therefore 
recommended that dataset for the other slug flow closure correlations be collected and 
used to develop an ANN visible mathematical model for the prediction of each of the 
other slug flow closure correlations.
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Appendix

Table 13 MATLAB code of the proposed SLH-ANN-VMM

% Input vector
X = x’;
%Input parameters
VSG = X(1); VSL = X(2); MuL = X(3); ID = X(4);
RhoL = X(5); Thetha = X(6); SigmaL = X(7);
%Pre‑processing of inputs
NGV = 1.7964*VSG*(9.8067*RhoL/SigmaL)^0.25;
NLV = 1.7964*VSL*(9.8067*RhoL/SigmaL)^0.25;
ND = 31.664*ID*(9.8067*RhoL/SigmaL)^0.5;
NL = 0.55646*MuL*(1/(9.8067*RhoL*SigmaL^3))^0.25;
%Minimum values of preprocessed input parameters
NGVmin = 0.222097046;NLVmin = 0.082145599;
NDmin = 12.28622042;NLmin = 0.002262319;
Thethamin = 0;
%Maximum values of preprocessed input parameters
NGVmin = 0.222097046;NLVmin = 0.082145599;
NDmin = 12.28622042;NLmin = 0.002262319;
Thethamin = 0;
%Maximum and Maximum Values of preprocessed input parameters
HLSmin = 0.164; HLSmax = 1.0;
% Normalization of preprocessed inputs to lie between ‑1 and + 1
NGVn = 2*((NGV-NGVmin)/(NGVmax-NGVmin))-1;
NLVn = 2*((NLV-NLVmin)/(NLVmax-NLVmin))-1;
NDn = 2*((ND-NDmin)/(NDmax-NDmin))-1;
NLn = 2*((NL-NLmin)/(NLmax-NLmin))-1;
Thethan = 2*((Thetha-Thethamin)/(Thethamax-Thethamin))-1;
% Activation vector of Layer 1
aL1 = [NGVn NLVn NDn NLn Thethan]’;
% Net input and activation vectors of Layer 2
ZL2 = bL2 + WL2*aL1;
aL2 = tanh(ZL2);
% Net input and activation vectors of Layer 3
ZL3 = bL3 + WL3*aL2;
aL3 = tanh(ZL3);
% Net input and activation vectors of Layer 4
ZL4 = bL4 + WL4*aL3;
aL4 = tanh(ZL4);
% Net input vector of Layer 5
ZL5 = bL5 + WL5*aL4;
% Output of Layer 5
HLS = ((ZL5 + 1)/2)*(HLSmax-HLSmin) + HLSmin;

Abbreviations
HLS   Slug liquid holdup
HLF    Film liquid holdup
VSL   Superficial liquid velocity
VSG   Superficial gas velocity
VM   Mixture velocity
E1   Average percent error, %
µL   Liquid viscosity
µg   Gas viscosity
θ   Pipe inclination angle
θR   Is the inclination angle from the horizontal in radians
NReSL   Slug Reynold’s number
VT    Translational velocity
E2   Absolute average percent error, %
VBR   Bubble rise velocity
db   Bubble diameter
d   Pipe internal diameter
σL   Surface tension
E3   Percent standard deviation, %
ρL   Liquid density
ρG   Gas density
ei   Actual error
�ρ   Change in density
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eri   Relative error
R  Correlation coefficient
Erms   Root-mean-square error
Frp   Relative performance factor
NFr   Wallis (1969) dimensionless Froude number
Nµ   Viscosity number
Nf    Inverse of the viscosity number
NLV    Liquid velocity number
E4   Average error
NGV    Gas velocity number
Nd   Pipe diameter number
NL   Liquid viscosity number
E5   Absolute average error
HLSmeas   Average measured slug liquid holdup
HLSimeas   Measured liquid holdup
HLSipred

   Predicted liquid holdup
E6   Standard deviation
�eimeas   Average change in measured liquid holdup
X    Input vector of five variables
X(−1:1)   Input vector normalized in the range {− 1, + 1}
Xmin   Minimum training dataset input vector as shown in column 4 of Table 3
Xmax   Maximum training dataset input vector as shown in column 5 of Table 3
Z
L2 , ZL3 , ZL4 , ZL5   Net input vector into the second, third, fourth, and fifth layers, respectively

bL2,bL3 , bL4 , bL5   Bias vector of the second, third, fourth, and fifth layers, respectively
aL1 , aL2 , aL3 , aL4   Activation vector of the second, third, and fourth layers, respectively
W

L2 , WL3 , WL4 , WL5   Weight matrix of the second, third, fourth, and fifth layers, respectively
ML  Machine learning
ANN  Artificial neural network
SLH  Slug liquid holdup
VMM  Visible mathematical model
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