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Introduction
In the realm of road crack detection, machine vision technology has significantly 
advanced [1]. Through the analysis of images and video data [2], machine vision sys-
tems demonstrate a remarkable ability to detect and identify indicators of road crack 
[3]. These systems assume a central role in monitoring and early warning, thereby con-
tributing to the mitigation of potential road crack disaster risks and the protection of 
human lives and property [4]. Conventional techniques for detecting pavement cracks 
encompass those rooted in wavelet transformation [5], image thresholding [6, 7], and 
minimum-path methodologies [8]. To offer a more precise portrayal of crack intensity 
and characteristics, certain approaches have introduced concepts such as free-form 
anisotropy [9] and morphological filters [10, 11]. Furthermore, Ayenu-Prah employed 
a combination of two-dimensional empirical mode decomposition and Sobel edge 
detectors for collaborative crack detection [12]. By harnessing convolutional neural 
networks for the analysis of acquired pavement crack images [13], a more effective treat-
ment of surface details is achieved, leading to enhanced accuracy in distinguishing sur-
face cracks. Shi’s research team employed random forest techniques to smooth cracks, 
effectively mitigating the impact of speckle noise [14]. In a complementary vein, Xie 
and colleagues incorporated feature pyramid techniques in conjunction with the HED 
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(holistically nested edge detection) network [15]. They employed a multistage refining 
algorithm to adjust weight distribution from the top to the bottom layers, resulting in 
improved recognition of challenging samples. Furthermore, the utilization of encoder-
decoder structures has proven highly beneficial in addressing issues related to pavement 
cracks, effectively resolving Seq2Seq problems. Zou fellow researchers harnessed the 
SegNet encoder-decoder architecture to construct a deep parsing network [16], clev-
erly fusing the convolutional features generated by encoder and decoder networks, giv-
ing rise to the DeepCrack model. Schmugge and his team treated crack detection as a 
crucial segmentation task, employing deep learning techniques to segment each pixel 
into different crack and background categories [17]. Additionally, Zhang and scholars 
applied generative adversarial networks to crack detection [18], enhancing the UNet [19] 
model. This approach cannot only handle large-scale crack images but also address the 
“all-black” issue by implementing an asymmetric UNet structure. Yusof and researchers 
adopted a classification approach for pavement crack detection, introducing deep neu-
ral networks (DNN) for pixel-level classification of crack images [20]. Li and their team 
achieved a significant enhancement in detection accuracy across three datasets [21]. 
Their proposed network facilitates pixel-level unsupervised and reliable fusion of pave-
ment crack detection. To further augment network performance [22], this study intro-
duces a novel structure of the feature pyramid, which more effectively captures complex 
crack edge features, thereby improving overall network performance. However, there are 
still many challenges in the detection of pavement cracks due to the physical morphol-
ogy of cracks, such as uneven thickness, discontinuous distribution and complex detec-
tion of edge features, and the detection accuracy needs to be further improved.

To enhance the precision and reliability of road crack detection, a high-precision 
convolutional neural network for pavement crack images is presented in this paper. 
Our approach innovatively centers on developing a crack detection model utilizing the 
SegNet [23] network architecture. By strategically integrating dropout layers [24], opti-
mizing receptive field [25] balance, and implementing multi-level output fusion [26] 
techniques, an advanced SegNet network was engineered, significantly enhancing the 
effectiveness of crack detection. The model demonstrates exceptional generalization 
capabilities, attaining remarkable accuracy in detection and exhibiting robust resistance 
to interference. Furthermore, it excels in handling diverse complex scenarios, enabling 
swift and accurate crack identification. The results from our experiments unequivocally 
establish that under identical conditions, our proposed methodology outperforms the 
other three methods to a significant degree.

Methods/experimental

SegNet is a widely recognized fully convolutional neural network extensively used for 
pixel-level image segmentation tasks. To enhance the precision and reliability of road 
crack detection, this paper harnesses the SegNet architecture as the foundational frame-
work for a fully convolutional neural network named SegCrackNet. This network is 
intricately designed to manage complex datasets. The SegCrackNet architecture consists 
of an encoder, a bridge unit, and a decoder, depicted in Fig. 1. Its key strength resides in 
efficiently managing complex data while fully preserving the original information.
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Initially, the encoder network processes crack images to extract crucial feature infor-
mation. Subsequently, after a series of convolution and pooling operations, the feature 
maps generated by the encoder are directed to the bridge unit. The primary function 
of the bridge unit is to preserve image resolution while expanding the perceptual field. 
This enhances crack detection accuracy and enables a deeper comprehension of contex-
tual information. Subsequently, these feature maps are directed to the decoder network. 
Decoding operations in the decoder network combines feature information from various 
hierarchical levels, culminating in the final feature representation.

The bridge block

In the Deeplabv2 semantic segmentation model, the ASPP (atrous spatial pyramid pool-
ing) network, introduced in [27], utilizes dilated convolutions with varying dilation rates 
to capture multi-scale object information. Features from diverse scales are extracted 
separately and subsequently interconnected and merged through convolutional layers. 
This method enhances the receptive field size while minimizing resolution loss.

However, addressing the specific challenge of detecting narrow cracks, the utilization 
of ASPP introduces numerous high-dilation-rate dilated convolutions, indicating that 
capturing multi-scale information comprehensively falls short of the intended exhaus-
tiveness. To tackle this issue and improve image resolution, this study expands upon the 
DenseASPP [28] approach and embraces a dense connection methodology, depicted in 
Fig. 2. This approach encompasses a wider range of receptive fields and integrates dilated 
convolutions with varying dilation rates within the bridge unit. This, in turn, alleviates 
the scarcity of the multi-scale perspective, leading to an enhanced image resolution.

Dilated convolutions expand the convolutional kernel by introducing zero padding 
between its elements. If we denote α as the dilation factor for dilated convolutions and 
k as the size of the initial convolutional kernel, Eq. 1 expresses the relationship between 
the resulting kernel size after dilation and the original kernel size.

Within the bridge unit, the network structure incorporates a series of 3 × 3 convolu-
tional layers with α taking on values of 1, 2, 3, and 4, each corresponding to distinct 

(1)k = k + (k − 1)(a− 1)

Fig. 1  SegCrackNet model architecture
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convolutional operations: when α is set to 1, it signifies a standard convolution opera-
tion. When α is assigned the value of 2, it performs a convolution with a dilation factor 
of 2, resulting in a convolutional kernel of approximately 5 × 5 in size. When α is defined 
as 3, it involves convolution with two dilation steps, generating a convolutional kernel of 
approximately 7 × 7 in dimensions. Furthermore, 1 × 3 and 3 × 1 convolutions are inte-
grated with the dilated convolution in the latter part to enhance the network’s nonlinear 
fitting capacity and reduce the output channels. This collective configuration collectively 
shapes the network structure, as illustrated in Fig. 2.

The calculation method for the receptive field of the current layer is defined as follows, 
as shown in Eq. (2).

In the equation, Ri represents the receptive field, Si represents the stride, ai represents 
the dilation rate, and Ki represents the size of the convolutional kernel. The specific size 
of the receptive field is calculated based on the network’s structure and parameters. This 
formula is used to help determine the perceptual range of the current layer’s neurons 
regarding the input image. When ai equals 1, dilated convolution is equivalent to regular 
convolution, and the receptive field formula is as shown in Eq. (3).

By employing Eq. (2) and Eq. (3), data regarding the receptive field size for the dense 
connection segment can be acquired. The precise numerical values can be found in 
Table 1.

Based on the data in Table 1, it is evident that using dense connections can theoret-
ically extend the width of the receptive field to 21 × 21. However, an excessively large 
receptive field might result in feature loss. Thus, based on experimental observations, 
receptive field sizes linked to dilation rates of 1, 2, 3, and 4 prove more appropriate as 
they sustain the perceptual range without causing excessive information loss. This selec-
tion aids in achieving a favorable balance between receptive field size and network 
performance.

Multi‑level output fusion

In the ever-evolving landscape of technology, many fully convolutional neural networks 
increasingly rely solely on the output of the final layer to determine the detection out-
come. Yet, as information flows from high-level to low-level layers, there is a potential 
risk of losing crucial features. Additionally, differences in lighting conditions among 

(2)Ri = (Ri−1 − 1)× Si + ai(Ki − 1)+ 1

(3)Ri = (Ri−1 − 1)× Si + Ki

Table 1  Receptive fields of each layer

Layer Parameters Current receptive field Stacked 
receptive 
field

1 d = 1 k = 3 s = 1 3 3

2 d = 1 k = 3 s = 1 5 7

3 d = 1 k = 3 s = 1 7 13

4 d = 1 k = 3 s = 1 9 21
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images and variations in the count of crack targets versus background pixels can exac-
erbate the vanishing gradient problem. This may lead to slower model training and com-
promise its overall performance.

To address this challenge, our approach is inspired by the enhancement principles out-
lined in HED. This method calculates a loss function at the final convolutional layer of 
each stage within the decoder. The strength of this approach lies in its ability to gather 
multi-scale and multi-level feature information. SegCrackNet integrates output feature 
data from all decoder layers to form the ultimate feature representation. Additionally, 
each unit has a varying receptive field size, enhancing a more focused consolidation of 
feature information in the final representation.

The network structure depicted in Fig. 3 employs a multi-level output fusion strategy. 
In this configuration, the output of each unit incorporates 1 × 1 convolutional layers 
designed to minimize the propagation distance of feature information. Subsequently, the 
resulting probability maps are resized to align with the dimensions of the input image 
and then merged. Finally, the ultimate output is generated using a 1 × 1 convolutional 
kernel. This approach efficiently preserves essential edge information in the image with-
out excessive data sampling, achieving a delicate balance between speed and accuracy. 
For multi-level output fusion, both the channels of the convolution and deconvolution 
operations are configured to 1 to maintain computational efficiency.

The dropout layer

SegNet comprises two versions, with the alternative version referred to as Bayesian Seg-
Net, depicted in Fig. 4. Both networks display similar overall architectures, as evident 
from the figure. However, in terms of network structure, Bayesian SegNet improves 
upon the SegNet model by integrating a dropout layer with a dropout probability of 0.5 
in both the encoding and decoding modules. This addition aims to mitigate overfitting of 
the model’s weights, thereby strengthening the network’s learning capacity. The rest of 
the structure remains unchanged.

Fig. 3  Multi-level output fusion network architecture
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In this study, inspired by the Bayesian SegNet network, we incorporate a dropout layer 
with a probability of 0.3 into the pooling index process of SegNet. This addition aims to 
alleviate network overfitting, thereby enhancing the network’s ability to generalize.

Network training

Training and testing datasets

Considering varying resolutions in the Crack500, Crack200, and pavement images 
dataset, it is recommended to standardize image resolutions to 480 × 320 for enhanced 
model training and evaluation. Accordingly, the practical approach of resizing all images 
to a consistent 480 × 320 resolution is adopted to simulate real-world scenarios. Moreo-
ver, data preprocessing involves techniques such as rotation and cropping, which miti-
gate overfitting and prevent the model from becoming overly adapted to the training 
data. Data preprocessing is crucial for enabling the model to reliably perform geologi-
cal disaster detection across various resolutions and perspectives. The standardization 
of resolutions and the application of data augmentation methods reinforce the model’s 
robustness, enabling effective generalization across a broader range of real-world sce-
narios. This is crucial for accurate and stable geological disaster detection.

The learning rate

Choosing an appropriate learning rate is undeniably critical for successful model train-
ing. Setting it excessively high or low can lead to problems like exploding gradients or 
slow convergence. Implementing a learning rate schedule with a decaying rate, as pro-
posed in “decay curve formula 1,” offers a wise solution to tackle this issue.

Gradually reducing the learning rate during training enhances the model’s conver-
gence. Typically, the initial learning rate is set high to enable swift convergence in the 
early training phases. Then, it is methodically reduced to refine the model’s parameters 
and prevent overshooting. This method achieves a balance between swift convergence 
initially and precise parameter adjustments as training advances. This process signifi-
cantly mitigates common issues in learning rate selection, fostering a more stable and 
effective training process.

Our introduced learning rate update formula is a widely used method for dynamically 
reducing the learning rate throughout training [29]. Let us dissect its components: new_
lr signifies the updated learning rate post-decay, lr stands for the current learning rate, 

(4)new_lr = lr ∗
1

1+ lr ∗ decay_step

Fig. 4  Bayesian SegNet network architecture
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and decay_rate is fixed at 0.98, indicating the speed of learning rate reduction. Decay_
rate indicates the speed of learning rate reduction over time, while decay_step defines 
the intervals for updating the learning rate.

The loss function

Choosing the Tversky loss function proves to be a prudent strategy for handling imbal-
anced data, providing an effective means to balance performance in such situations. This 
function is tailored for scenarios with uneven class distributions, enabling us to prior-
itize either precision or recall based on the specific problem requirements.

Our presented experimental results in Table  1 offer valuable insights into the rela-
tionship between the loss function and model performance. Within these experiments, 
“loss” represents the current loss function value, where “t” signifies the target (ground 
truth) and “p” signifies the model’s prediction. Analyzing these outcomes improves our 
understanding of our model’s efficiency and how the chosen loss function influences its 
performance.

Table  2 demonstrates the fine-tuning of the mean Intersection over Union (MIoU) 
concerning the baseline SegNet framework, aiming for optimal results. These outcomes 
are critical for evaluating and refining the model, aiding in making informed decisions 
about the model’s architecture, training parameters, and the selected loss function, all 
aimed at achieving the desired performance for the specific problem. Specifically, the 
most favorable outcomes were observed when the MIoU value reached 0.7, highlight-
ing that an MIoU of 0.7 serves as a benchmark for exceptional performance and reliably 
evaluates the model’s quality. Establishing an MIoU threshold of 0.7 sets a performance 
benchmark for the model and serves as a valuable standard to evaluate model perfor-
mance across various datasets or model variations.

Detection accuracy evaluation metrics

This paper adopts standard segmentation and edge detection metrics to evalu-
ate road crack detection performance. These metrics include precision, F1 score, 
recall, and Mean Intersection over Union (MIoU). They are valuable tools for assess-
ing the model’s performance from multiple perspectives, covering accuracy, recall, 
and edge detection precision. Precision and recall provide insights into road crack 

(5)Loss(t, p) = α∗Tversky(t, p)+ (1− a)∗(L1(t, ))

Table 2  MIoU values for different α in SegNet

α Crack200 Crack500 Pavement 
images

0.1 0.498 0.722 0.581

0.3 0.549 0.737 0.587

0.5 0.579 0.734 0.629

0.7 0.590 0.745 0.631

0.9 0.417 0.633 0.542
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identification accuracy, while MIoU quantifies edge detection quality. Using this met-
ric combination enables a comprehensive evaluation of the model’s performance in 
road crack detection.

Results and discussion

All experiments in this research were conducted using the PyTorch deep learning 
framework within a 64-bit Windows 10 environment. The experiments were per-
formed on a server equipped with an Intel E5-2650 v4 processor (2.20 GHz), 80 GB 
RAM, and an Nvidia GeForce GTX 1080 Ti (11 GB) graphics card. The software envi-
ronment utilized Python 3.7, and PyCharm served as the coding environment. These 
hardware and software configurations provided the necessary resources for conduct-
ing deep learning experiments.

In this paper, SegNet served as the fundamental network, and we conducted com-
parative experiments comparing it with U-Net, ResUNet, the DeepCrack network, 
and the newly introduced network. U-Net, characterized by a U-shaped architecture, 
shares structural similarities with the baseline network in this paper. ResUNet, on 
the other hand, is a U-Net model designed as a complete residual network aiming 
for a balance between speed and performance, with six residual learning units and 
two convolutional layers. DeepCrack, a recently introduced crack detection model, is 
based on SegNet’s foundational structure, integrating multi-scale features from vari-
ous layers in both the encoder and decoder, leading to favorable detection outcomes. 
Additionally, ablative experiments evaluated the performance enhancements of these 
three models. These comparisons enhance our understanding of diverse network 
architectures’ performance in road crack detection tasks.

Experimental platform and parameter configuration

Using mini-batch stochastic gradient descent (SGD), we utilized a batch size of 6 and 
fine-tuned the initial learning rate to 0.04. The model underwent extensive train-
ing for 1000 epochs. After this rigorous training, we comprehensively analyzed and 
evaluated the proposed convolutional neural network using three distinct road crack 
detection image datasets: Crack200, Crack500, and pavement images. This compara-
tive analysis aims to assess the model’s performance across a range of diverse datasets.

The Crack200 dataset includes 206 RGB pavement images with a size of 800 × 600. 
Among them, 20 images were tested, and the remaining 186 images were used as the 
training set. The Crack500 dataset collects 500 datasets of pavement cracks with a 
size of about 2000 × 1500 pixels. Due to the size, quality, usability, and other reasons 
of the images, the researchers carefully processed each image, divided it into 16 inde-
pendent spaces, and only saved the part of 1000 cracks, so that the training dataset of 
crack500 was greatly expanded, reaching 1896 images, while 348 images were used for 
experiments to obtain more accurate results, and 1124 images were used for experi-
ments. It consists of 250 training charts, 50 test charts, and 200 test charts. The pave-
ment images dataset is a total of 7237 pavement images in the dataset. A total of 5789 
images in the dataset were used for training, and 1448 images were used for testing.
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Quantitative analysis of test results

The experimental results across the three datasets are thoroughly documented in 
Tables  3, 4, 5  and 6. These tables detail the average Intersection over Union (IoU), 
precision, recall, and F1 score for different models. This data exhaustively evaluates 
the performance of various models, enabling a comprehensive comparison to under-
stand their efficacy in road crack detection tasks.

Table  3 presents a quantitative analysis using the mean Intersection over Union 
(MIoU) as the metric. Compared to U-Net, the proposed model showed significant 
MIoU improvements of 0.043, 0.094, and 0.037 on the Crack500, Crack200, and pave-
ment images dataset, respectively. Compared to ResUNet, the improvements were 
0.079, 0.098, and 0.049. For DeepCrack, the enhancements were 0.090, 0.056, and 

Table 3  MIoU metrics on three datasets

Method Crack500 Crack200 Pavement 
images

U-Net 0.453 0.341 0.375

ResUNet 0.417 0.337 0.363

DeepCrack 0.406 0.379 0.369

SegCrackNet 0.496 0.435 0.412

Table 4  Performance metrics on the Crack500 dataset

Method Precision Recall F1 measure

U-Net 78.63% 80.92% 79.75%

ResUNet 78.36% 80.58% 79.45%

DeepCrack 77.43% 79.52% 78.46%

SegCrackNet 79.85% 82.33% 81.07%

Table 5  Performance metrics on the Crack200 dataset

Method Precision Recall F1 measure

U-Net 40.13% 42.85% 41.45%

ResUNet 35.98% 38.65% 37.26%

DeepCrack 43.09% 46.12% 44.55%

SegCrackNet 44.97% 47.84% 46.36%

Table 6  Performance metrics on the pavement images dataset

Method Precision Recall F1 measure

U-Net 46.54% 48.17% 47.34%

ResUNet 37.59% 40.57% 39.02%

DeepCrack 46.96% 48.03% 47.48%

SegCrackNet 49.66% 51.27% 50.45%
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0.043, respectively. These results highlight the significant performance improvement 
achieved by the proposed model across all three datasets.

Table 4 presents the quantitative analysis results for the network from this paper on 
the Crack500 dataset. Compared to U-Net, the precision (Pr), recall (Re), and F1 score 
improved by 1.22%, 1.41%, and 1.32%, respectively. Compared to ResUNet, there were 
improvements of 1.22%, 1.41%, and 1.62% in these metrics. Particularly noteworthy is 
that against DeepCrack, there were even more substantial improvements, with increases 
of 2.42%, 2.81%, and 2.61%, respectively. These results highlight significant performance 
improvements in precision, recall, and F1 score for the proposed model on the Crack500 
dataset.

Table 5 exhibits the quantitative analysis results for the network in this paper on the 
Crack200 dataset. Compared to U-Net, precision (Pr), recall (Re), and F1 score showed 
substantial improvements of 4.84%, 4.99%, and 4.91%, respectively. Against the ResUNet 
network, these metrics showed even more significant enhancements at 8.99%, 9.19%, 
and 9.10%. Furthermore, compared to the DeepCrack network, there were improve-
ments of 1.88%, 1.72%, and 1.81%, respectively. These outcomes underscore significant 
performance enhancements in precision, recall, and F1 score for the proposed model on 
the Crack200 dataset.

Table 6 offers an extensive quantitative analysis of this study on the pavement image 
dataset. Compared to U-Net, our method showed considerable improvements in accu-
racy, recall, and F1 score, with increases of 3.18%, 3.10%, and 3.11%, respectively. Against 
ResUNet, these metrics showed substantial enhancements, recording improvements 
of 12.07%, 10.70%, and 11.43%. Additionally, compared to the DeepCrack network, 
improvements of 2.70%, 3.24%, and 2.97% were observed. These findings highlight sig-
nificant performance enhancements in accuracy, recall, and F1 score for our method on 
the Pavement image dataset.

The reason why DeepCrack performs better on the Crack200 but worse on the 
Crack500 is that the crack data in the Crack500 dataset exhibits greater edge roughness, 
so they are also coarser at the edges, rather than a smooth distribution. This indicates 
that the designed SegCrackNet network has stronger feature extraction performance for 
crack images with rough edges.

Ablation experiments

Table  7 displays the outcomes of ablation experiments performed using SegCrackNet 
on the pavement images dataset. The fundamental network architecture is based on the 
SegNet model. During these experiments, integrating dropout layers within the skip 

Table 7  Ablation experiment metrics on the pavement images dataset

Dropout Larger receptive 
field

Multi-level 
fusion

Pr Re F1 MIoU

37.28% 40.37% 38.76% 35.56%

✓ 39.27% 48.56% 43.42% 36.83%

✓ ✓ 47.36% 50.05% 48.66% 43.52%

✓ ✓ ✓ 49.97% 53.83% 51.82% 47.65%
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connections improved model performance, resulting in a noteworthy 1.27% increase in 
Mean Intersection over Union (MIoU). Additionally, combining receptive field balanc-
ing with dropout layers led to a remarkable 6.69% enhancement in MIoU. These find-
ings confirm the pivotal significance of thoughtfully designed network receptive fields in 
improving model performance.

The importance of network receptive fields was notably highlighted through the 
implementation of multi-level output fusion techniques. Among these techniques, the 
use of dropout layers demonstrated the most commendable performance. Additionally, 
using receptive field-balanced networks yielded the most promising results, demonstrat-
ing improvements in MIoU and F1 score by 4.13% and 3.16%, respectively. These find-
ings highlight the significant importance of receptive fields and multi-level output fusion 
in enhancing the effectiveness of models intended for road crack detection.

Network test results

Figures 5, 6, and Fig. 7 visually depict the results of the ablation experiments, where sub-
figures (a) to (d) represent SegCrackNet, SegCrackNet with dropout layers, SegCrackNet 
with bridge units, and SegCrackNet enhanced with multi-level output fusion techniques, 
respectively. A comparative analysis of these detection result images emphasizes the 
clear superiority of the network model developed in this paper, showcasing improved 
accuracy in crack detection and superior generalization capability. These results offer 
additional evidence of the effectiveness of our approach, particularly regarding its per-
formance on the pavement images dataset.

Conclusions
This manuscript presents an innovative neural network architecture meticulously 
designed to enhance the precision and reliability of road crack detection. Combined 
with the characteristics of the crack image itself, the receptive field of the network 
is increased to a certain extent by introducing dilated convolutions with different 
expansion rates for dense connections, and the network cannot only pay attention to 

Fig. 5  Test results on the Crack500 dataset
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subtle changes but also effectively use contextual information. In addition, the addi-
tion of multilayer output fusion technology also helps to identify objects of various 
sizes more accurately, thereby improving the segmentation effect of the network. In 
the subsequent research, a dataset of specific surface materials in a defined area under 
environmental conditions or structural changes will be constructed and then trained, 
thereby expanding the versatility of specific surface materials in a limited area and 
improving their generalization ability, potentially playing a pivotal role in the field of 
road crack detection.
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