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Abstract 

This paper studies the performance and reliability of deep learning-based speaker rec-
ognition schemes under various recording situations and background noise presence. 
The study uses the Speaker Recognition Dataset offered in the Kaggle website, involv-
ing audio recordings from different speakers, and four scenarios with various combina-
tions of speakers. In the first scenario, the scheme achieves discriminating capability 
and high accuracy in identifying speakers without taking into account outside noise, 
having roughly one area under the ROC curve. Nevertheless, in the second scenario, 
with background noise added to the recording, accuracy decreases, and misclassifica-
tions increase. However, the scheme still reveals good discriminating power, with ROC 
areas ranging from 0.77 to 1.
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Introduction
Automatically ambient sound classification has recently gained attention as a rap-
idly developing topic with various uses. In this scope, a lot of research in related fields, 
including speaker, recognition of voices, and music, have been performed, but an obvi-
ous oversight is remarked in the study of how to classify natural sounds. The question 
of whether these techniques are appropriate in other areas, including sound classifica-
tion, arises in light of developments within image classification, notably the application 
of convolutional neural networks enabling precise besides scalable image recognition.

Spectrograms, a plot which displays a sound’s frequency range as well as fluctuations 
over time, have been shown to remain an effective tool for examining sound properties 
quickly [1].

The study of speaker signals has received significant scientific attention, intending 
to resolve the term ASR which stands for the automated speaker recognition problem 
[2]. Nevertheless, the primary area of this study, sound event recognition, has increased 
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interest in research and benefited from the extensive ASR research carried out over the 
years.

Sound occurrences are text-labelled audio clips correlating to any interesting action 
or occurrence. Various audio sources, such as people, animals, or certain environmen-
tal sounds can cause these occurrences. By broadening the behaviour of linked sound 
events, signal processing and machine learning methods are used to detect these occur-
rences in the numerical world. The ability to classify newly witnessed events and rec-
ognise sound events from previously undetected acoustic source signals is a significant 
benefit of this generalisation. Sound event identification is being studied in many appli-
cation fields, including automated acoustic tagging, acoustic surveillance, medical moni-
toring, and determining the auditory context of surroundings. Additionally, several firms 
that serve the requirements of customers and other enterprises have included sound 
event recognition as a component of the associated business models [3].

With the use of gradient descent and optimisation approaches, DL, which is a term 
that stands for deep learning, focuses on identifying the most suitable variables of both 
linear and non-linear functions. Since DL approaches often involve training based on 
the appropriate datasets, the total approach is the supervised learning procedure. How-
ever, new strategies for changing the whole forecasting procedure to stand unsupervised 
have been discovered by researchers [4].

Due to their better accuracy and systematic feature engineering, DL approaches have 
experienced a comeback. However, the theoretical backlog and unexplained DL models 
are the present limitations of DL techniques. Due to the associated superior prediction 
skills, businesses with huge datasets firmly rely on DL approaches despite these draw-
backs [5].

Investigators take advantage of the speech recognition domain’s perception of the 
durability of DL frameworks. DSR, which stands for Deep speaker recognition, is a term 
used to describe the speaker recognition procedure used in conjunction with DL meth-
ods [6].

DL is a modest technique exploring its competencies in several domains, which con-
tains speaker recognition. Consequently, a fast-paced development is observed, and 
new thoughts are anticipated. Though DSR presents the new speaker recognition area 
platform, previous methods will be outdated soon. Additionally, the DL and ML theo-
retical grounding is founded on speaker recognition instead divergent. Therefore, DL-
based experiments are required to adequately illustrate the current state of the DL built 
on speaker recognition. The use of Gaussian mixture models (GMM), Hidden Markov 
models (HMM), and Universal Background Models (UBM) has helped speaker recogni-
tion techniques advance. The GMM-UBM scheme combination results in the develop-
ment of the i-vector, which is used unaltered as the speaker recognition starting point 
across several platforms. However, deep learning techniques are state-of-the-art in some 
sectors, including the processing of languages, computer vision, communication, net-
working, and defect detection. Consequently, researchers are presently concentrating on 
speaker recognition schemes utilising deep learning [7, 8].

Speaker recognition schemes are widely utilised in critical implementations, but several 
factors can endanger their dependability. One important factor is the equipment recording 
utilising to obtain the speech information. Different recording setups, audio devices, and 
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microphones can present differences in the signal of recorded speaker voices, impacting 
the robustness and accuracy of speaker recognition schemes. Moreover, environmental fac-
tors, for instance, room acoustics, reverberation, and background noise, can further dam-
age these schemes’ performance [9, 10].

Problem statement
Understanding the dependability of speaker recognition schemes under several recording 
devices and environmental situations is crucial for enhancing their accuracy and usability. 
Current research has mainly focused on advancements in algorithmic, while the recording 
device’s influence and environmental conditions have received restricted attention. Later, 
there is the requirement for an in-depth investigation to evaluate the dependability of these 
schemes and identify possible challenges and explanations in real-world situations.

The paper will tackle this issue by examining how environmental factors and recording 
equipment affect deep learning founded on speaker recognition schemes. By evaluating the 
resilience and performance of these schemes across several environmental context condi-
tions, the study intends to offer practical suggestions and valuable insights for improving 
the speaker recognition scheme’s precision and dependability in real-world utilise cases.

This study focuses on implementing deep learning techniques employing MATLAB and 
Python software alongside convolutional neural networks (CNNs) to examine the reliability 
of speaker identification systems because of recording equipment and ambient conditions. 
The study aims to assess the effectiveness and reliability of speaker recognition systems 
built on deep learning under various ambient situations.

The paper uses a methodical approach to provide its material in a clear and useful way. 
Beginning with the introductory section, which sets the scene by highlighting the signifi-
cance of speaker recognition methods and the emerging subject of automatic environmen-
tal speaker categorisation, the rest of the chapter introduces the key concepts.

Progressing, part 2 demonstrates the problem statement, concentrating on the idea of 
sound measures and their recognition in the digital domain. Part 3 delivers a related work 
overview, highlighting the previous research significance in the area and demonstrating 
the relevance of speaker recognition schemes and the rising interest in the classification 
of automatic environmental speaker voice. Part 4 summarises the methodology working 
for sound happening detection, illumination, the processing of signals and algorithms of 
machine learning used.

In part 5, the simulation design is comprehensive, offering an understanding of how the 
speaker event detection scheme performance was assessed.

The following part, part 6, shows the results and a discussion, examining the simulation 
outcomes and contrasting them with previous studies to attract expressive conclusions. 
Lastly, part 7 provides an exhaustive conclusion outlining the key results, discussing their 
possible implications, and signifying paths for upcoming research.

Literature review
Systems for identifying speech or speaker voices are often employed in a wide variety of 
applications, including biometric identification, virtual assistants, and security systems. 
Nevertheless, recording and speaker-identifying technology and environmental condi-
tions can impact these systems’ re [11].
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Voice signals constitute a universal type of interaction that always convey valu-
able information, including the accent, gender, mood, and other distinctive traits 
of the speaker. When phone conversations are made, even if the speakers are not 
there physically, researchers can distinguish between speakers according to these 
distinctive traits, referred to as voice biometrics. Through these traits, robots can 
develop a human-like understanding of speaker utterances. Speaker identification 
(also referred to as SI) is the technique of employing a machine to identify a speaker 
based on the acoustic features of a particular speech [12].

Speaker recognition seeks to determine the speaker based on traits such the 
accent, speaking style, and pitch, as opposed to speech recognition, which focuses 
on turning audio into text. These technologies have a variety of uses, including aid-
ing people with impairments and enhancing human–computer interactions. This 
article examines the components of speaker identification systems, such as feature 
extraction, preprocessing, and speech modelling.

The diversity of speech signals and the impact of recording equipment and trans-
mission techniques are also discussed, as are the difficulties in recognising speakers 
as a result. In order to close the knowledge gap and increase the relevance of these 
technologies, the related work part covers earlier surveys and literature reviews that 
investigated feature extraction techniques, deep learning architectures, and various 
other speaker recognition-related topics.

The two most popular applications in speech processing that researchers employ 
for analysing communication are speaker recognition and speech recognition [13]. 
It is crucial to comprehend the distinction between speaker and speech recognition 
before getting deeper into the fundamentals of speaker recognition. While speaker 
or voice recognition focuses on the speaker instead of the words being uttered, 
speech recognition stays involved regarding the words being uttered.

Speaker recognition vs speech recognition

People with a range of disabilities, such as those with physical limitations who find it 
challenging, uncomfortable, or impossible to speak, can benefit from speech recog-
nition or impossible to type, as well as people with dyslexia who have trouble read-
ing and spelling words [14].

Speech recognition is concerned with turning audio into text; therefore, the lan-
guage and text corpus significantly impact how well it works. On the contrary, 
speaker identification aims to identify the speaker. Some characteristics which add 
to the variances include accent, speaking style, and pitch [15]. Application areas for 
speaker recognition technologies include biometrics, assurances, and interaction 
between humans and computers [16].

According to recognition, objective, focus, and application, Table 1 compares and 
contrasts speech recognition and speaker recognition [16]. The relevance of speech 
recognition technologies has grown due to advancements in several industries, par-
ticularly when determining a person’s identification.
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Structure of speaker recognition

Training and testing are the two steps of deep learning architectures’ training. In 
speech identification techniques, registration is frequently used to describe the train-
ing phase. Such unique processes of the speaker identification platform are discussed 
in this section. Speech modelling, feature extraction, and preprocessing are the three 
basic facets of a speaker identification system. Figure  1 depicts a basic diagram of 
voice recognition systems.

•	 Preprocessing: The first step in an automated speech identification model is pre-
processing. To create an efficient and dynamic ASR system, executing this opera-
tion on the speech signal input is essential. This part of the speaker identification 
system is where the speech signal is initially cleaned. The remaining non-speech 
components are then removed, cleaning up the signal. Endpoint identification and 
pre-emphasis are the next preliminary tasks to be finished [16].

Three different preprocessing methods for speech data have been identified: spec-
trogram, mel-filterbank, and MFCC. The procedure for obtaining the features is 
shown in Fig. 2 [4]. The use of DL in speaker recognition systems is widespread. As 
datasets and DL techniques develop, researchers are learning many new features of 

Table 1  A comparative analysis of speech and speaker recognition [16]

Features Speaker Recognition Speech Recognition

Recognition Recognises who is speaking by 
measuring voice pattern, speaking 
style, and other verbal traits

Recognises what is being said and converts them into text.

Purpose To identify the speaker To identify and digitally record what the speaker is saying.

Focus Biometric aspects of the speaker, 
such as pitch, intensity, etc., to 
recognise him/her

Vocabulary of what is being said by the speaker and turns 
the words into digital texts.

Application Voice biometrics Speech to text.

Fig. 1  The fundamental design of speech recognition systems
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speech recognition systems. As a result, several methods have been investigated in 
speaker identification systems.

•	 Front-end preprocessing, often referred to as feature extraction, is used throughout 
speaker recognition systems’ training and testing phases. It uses feature vector or 
numerical descriptor sets to transform digital voice signals. The key elements of the 
speaker’s speech are represented in these feature vectors [4].

According to Nolan [17], a feature parameter should ideally [9]: (1) demonstrate 
minimal within-speaker variability with significant between-speaker variability, (2) 
refuse any attempts at disguising or mimicking, (3) are prevalent often in pertinent 
sources, (4) have strong transmission, (5) be rather straightforward for collecting 
and measuring. Despite being stated in the context of forensic speaker identification, 
these characteristics are generally applicable.

•	 Speaker modelling: Speaker recognition algorithms are created using modelling 
techniques to match speaker speech features. Speaker models are characterised as 
processes that combine increased speaker-specific information with reduced vol-
ume. State speaker models are created throughout training or enrolment by repeat-
ing the specific traits of a contemporary speaker. In the recognition state, when used 
for tasks like recognition or verification, the speaker model contrasts with modern 
speaker architecture [4].

Challenges in speaker recognition

Speech, unlike other biometrics such as fingerprints, facial features, irises, gait, as 
well as hand geometry, is a performance-based biometric. The speaker’s identity is 
primarily embedded in the manner of speech rather than the content spoken. This 
characteristic introduces a high level of variability in speech signals.

Even the same person does not always talk in the same way; this is referred to as 
intraspeaker variability or style-shifting. Additionally, transmission methods and 
recording devices further contribute to the challenge. For instance, voice recognition 
through a phone or when a person has a cold, performs another task, or speaks with 
different vocal efforts like whispering or shouting can be difficult [9].

Fig. 2  The diagram shows the procedures needed to extract a spectrogram [4]
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Related work

In the recent systematic literature review [18], authors focused on identifying signifi-
cant feature extraction methods within the past 6 years. The review aimed to provide 
recommendations founded on the investigation and address three important ques-
tions in the domain of speaker recognition. The authors explored the basics for opti-
mum features through feature extraction, deriving methods and architectures that 
have been traditionally successful.

Additionally, they discussed several challenges faced in the field. In another study 
[19], the authors reviewed various deep-learning approaches for speaker identifica-
tion. They described the deep learning applications’ structures and algorithms, which 
have attained modern accuracy. The goal was to link and enhance the deep learning 
significance and the knowledge gap in speaker recognition research.

A complete literature survey conducted by the authors in [20] delved into ASR sys-
tems, categorising the speaker recognition modules and presenting various models 
for each component. They also provided a concise overview of the vast implementa-
tions of SR Systems and expounded on the associated issues and challenges. Authors 
in [21] brought forth automatic speech recognition (ASR) techniques, highlighting 
the notable emphasis on text-independent recognition in speech and speaker recog-
nition between the 1980s and 2009, with a particular focus on more recent methods 
introduced about 2009.

This research aided as an analytical survey of the domain of speaker recognition, 
elucidating key inquiries and explanations. In [22], authors evaluated significant sub-
domains within speaker recognition, including speaker diarization, verification, and 
identification, emphasising deep-learning-based methods.

The paper extensively explains modern deep learning-based techniques for feature 
extraction and ASR algorithms. Moreover, other surveys in the speaker recognition 
domain have been introduced at various points in time [23]. Given the limited cov-
erage of those surveys, a wide study was necessary to consolidate knowledge in this 
domain.

Methods
This chapter illustrates the procedure which was used to apply the classification sys-
tem under various conditions, including data source identification, dataset descrip-
tion and the conducted method:

Data source

A full collection of audio recordings used in this study from diverse speakers can be 
found in the Speaker Recognition Dataset, which is accessible at the Kaggle online 
website source [24]. Researchers and developers working on speaker analysis and 
identification might benefit greatly from the resources provided by this dataset, which 
was created expressly for tasks involving speaker recognition.
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Data description

The Speaker Recognition Dataset which includes speaks from numerous speakers, is 
described in the following breakdown of the information offered:

1.	 Folder names: The dataset includes speeches from four distinct speakers. Each 
speaker gets their folder with their name on it. The provided dataset has undergone 
filtration, resulting in the segregation of data into three distinct categories character-
ized by individuals of similar gender and tone of voice. This categorisation enables 
a systematic examination and evaluation of the program’s proficiency in classifying 
and identifying analogous voices, as well as its capability to discern the presence of 
noise within the dataset.

2.	 The audio files break the remarks into digestible one-second audio segments. Each 
audio file contains a sampling rate of 16,000 samples/s and is PCM (ulse-code modu-
lation) encoded. Accordingly, the audio records 16,000 sound samples each second, 
precisely depicting the speech.

3.	 Speech segments: Each speaker’s speech may be recreated by combining the divided 
audio files from 0 to 1500. wav. According to this, the lectures were likely first 
recorded as one large audio file that was then divided into smaller chunks for simpler 
administration and analysis.

4.	 Background noise: The information set also contains a subdirectory called ‘back-
ground_noise’. These audio files are not lectures but sounds that may be heard in the 
speaker’s setting or nearby. The audience’s cheers and laughing might be among these 
background noises. These files are included to mimic actual scenarios when various 
background noises support speaker voices.

5.	 Training data: The background noise audio files and the chunked speaker record-
ing files can be mixed during training. Combining these two techniques enables the 
speaker identification system to become proficient at identifying and differentiating 
speaker voice from various speakers over realistic background disturbances.

This dataset offers a selection of talks by well-known speakers, divided into one-sec-
ond auditory chunks, with the capability to insert background sounds for purposes of 
training in order to imitate real-world situations. In summary, the deliberate division 
of the dataset into discrete voice classifications enhances the breadth and precision 
of the assessment procedure, providing a thorough grasp of the program’s advantages 
and shortcomings for voice classification and noise reduction.

Recording properties

Based on the provided information on the Kaggle website about the data context, the 
following are additional details about the recording dataset characteristics:

1.	 Audio duration: The dataset’s audio files are all exactly one second long, making seg-
mentation and analysis consistent.

2.	 Sampling rate: The audio recordings are sampled at a constant rate of sixteen thou-
sand samples per second. The number of samples (data points) that were captured 
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to record the audio every second is indicated by the sampling rate. Greater accuracy 
and quality of audio are sometimes indicated by greater sample rates.

3.	 Encoding: PCM (pulse-code modulation) is used to encode the audio files. A popu-
lar format that guarantees an accurate reproduction of the audio signal is PCM. It is 
renowned for being of the highest calibre and being lossless, which makes it appro-
priate for jobs involving speaker recognition.

Important details regarding the Encoding, calibre, and structure of the audio data in 
the dataset are provided by these recording attributes. With this knowledge, research-
ers and developers will be able to comprehend the features of the recordings and suc-
cessfully utilise them for speaker analysis and recognition.

Applied method

This paper’s methodology emphasises analysing the speaker recognition schemes’ 
reliability in regards the subsequent phases (Fig. 3):

Data collection

The first phase of the work is to gather the data for speaker audio. A detailed direc-
tory path involving the speaker audio files is set. Moreover, a directory is formed to 
store the spectrogram images. The work methodology involves finding a list of WAV 
files in the definite directory to process the audio data.

Fig. 3  Methodology phases
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Speaker audio conversion to spectrogram

To investigate the speaker audio data, it is transformed into spectrogram images. Spec-
trograms offer a visual representation of the frequency gratified of the audio over the 
period. For example, the overlap ratio and window length are specified for the spectro-
gram calculation. These parameters establish the frequency and temporal resolution 
trade-off in the finding spectrograms. Every audio file in the specified directory is pro-
cessed iteratively. The audio is read using the ‘audioread’ function, and the spectrogram 
is calculated using the ‘spectrogram’ function.

The finding magnitude spectrogram is transformed to the dB scale utilising logarith-
mic conversion. Then, the spectrogram is plotted, with frequency on the y-axis and time 
on the x-axis. The spectrogram is stored as a PNG image in the before created image 
directory. This conversion from speaker audio to spectrogram allows additional analysis 
and processing of the speech data utilising image-based methods.

Figure 4 demonstrates a sample of a speaker spectrogram transformed in MATLAB.

Image data preprocessing and preparation

After finding the spectrogram images, the next phase is to make the image dataset for 
training. The spectrogram images are resized to an unchanging size of 50 × 50 pixels uti-
lising the OpenCV (‘cv2’) library. Resizing the images confirms that they have matching 
dimensions, essential for training CNN. The grayscale images are transformed to gray-
scale utilising the ‘cv2.imread’ function with the ‘cv2.IMREAD_GRAYSCALE’ flag.

This extends the image representation by eliminating colour information while 
retentive the essential frequency content. The grayscale and resized images and their 

Fig. 4  Sample of speaker spectrogram
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consistent class labels are saved in a list named ‘training_data’. Random shuffling is prac-
tical to the training data to confirm that the model shows varied samples during training.

Before training the CNN model, the image data requirements are to be preprocessed. 
The feature labels (‘y’) and vectors (‘X’) are detached from the ‘training_data’ list. The 
feature vectors, showing the spectrogram images, are redesigned into a 4D array uti-
lising NumPy (‘np. array’). This conversion ensures that the input data is well-matched 
with the input shape predictable by the CNN model. Furthermore, the image’s pixel val-
ues are scaled to a normalised range of [0, 1].

This scaling is completed by dividing the pixel by 255, which regulates the pixel 
strengths across all facilitates and images convergence during training.

Training the CNN model

The ready image dataset is utilised to train a CNN model. The CNN architecture is built 
utilising TensorFlow’s Keras Sequential API (Application Programming Interface). The 
model includes the convolutional, max pooling, and fully connected layers. These lay-
ers allow the model to learn hierarchical illustrations and capture spatial features in the 
spectrogram images. The model is accumulated, which is operative for training deep 
neural networks.

The task involves speaker recognition. Hence the function for binary cross-entropy 
loss is used as the benchmark for optimisation. The precision metric is selected to evalu-
ate the performance model during training. The system is trained for specific epochs 
using the training data (10 in this work). The validation data, consisting of the training 
data, is utilised to monitor the performance model and avoid overfitting.

Model evaluation

When the CNN model is trained, it is estimated using different techniques. Initially, the 
trained model is stored for future utilise. Formerly, a function named ‘preprocess_image’ 
was specified to preprocess a single image for testing. This function achieves the essen-
tial steps, for instance, reading the image file, resizing it, and normalising the pixel val-
ues, to make it for input to the trained model.

The user is prompted to choose an image file for testing, and the chosen image is pre-
processed utilising the ‘preprocess_image’ function. The preprocessed image is provided 
in the trained model for the forecast. The model forecasts the class probabilities for the 
specified image, demonstrating the likelihood of individual classes. The forecast class 
label is decided and found on the predicted probability. The predicted label is outputted 
as the output, demonstrating the recognised speaker in the image.

Performance analysis

A broader performance analysis is conducted after evaluating the model on each test 
sample. Predictions are complete on the test set, which contains an image dataset por-
tion that was not utilised for training. The predicted classes are flattened and rounded 
to get binary predictions. A confusion matrix is created utilising the ‘confusion_matrix’ 
function from the ‘sklearn.metrics’ module. The confusion matrix offers insights into 
the classification performance model, and display the true positive number, true neg-
ative, false negative, and false positive predictions. The confusion matrix is visualised 
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utilising a heatmap plot with explanations, created utilising the ‘seaborn’ and ‘matplotlib’ 
plot libraries. This visualisation aids in understanding the distribution of the prediction 
across various identifying classes for any possible misclassifications.

ROC curve and AUC calculation

Creating a ROC curve allows for further evaluation of the performance model. The true 
positive rate (TPR) and false positive rate (FPR) are calculated using the probability that 
the model predicts for various classification thresholds. Using the ‘roc_curve’ function 
from the ‘sklear’. The metrics module, the FPR, TPR, and related thresholds are obtained.

The area under the ROC curve (AUC) is intended to utilise the ‘auc’ function from 
the same module. The TPR is on the y-axis, and the FPR is on the x-axis. The curve 
represents the trade-off between FPR and the real positive rate at different threshold 
values. The AUC value calculates the overall model performance, with a higher value 
demonstrating better discrimination aptitude. The AUC and ROC curve deliver valuable 
insights into the classification performance mode and can be utilised to compare thresh-
old settings and various models.

Assessing scheme reliability in the background noise presence

To improve the scheme evaluation reliability in speaker recognition, this research meth-
odology includes adding background noise and evaluating scheme performance under 
these challenging situations. The methodology includes collecting a separate dataset of 
different background noise samples generally encountered in real-world situations.

These noises are then joined with the original speaker audio dataset to generate aug-
mented training and testing datasets. The augmented speaker audio, including the 
covered background noise, is transformed into spectrogram images. The image data 
is prepared and preprocessed as before, counting resizing, grayscale conversion, and 
pixel value normalisation. The CNN model is trained, utilising the augmented and 
preprocessed image dataset. Throughout the evaluation, the trained model is tested 
on the augmented testing dataset, which covers speaker voice samples with overlaid 
background noise at various signal-to-noise ratios (SNRs). The system performance is 
assessed by measuring precision. This comprehensive analysis allows a robust evaluation 
of the speaker recognition scheme’s reliability under challenging and realistic acoustic 
environments.

Results and discussion
The outcomes of the two scenarios were examined to assess the designed system, in 
terms of four cases. The first scenario was investigated without considering the effects of 
outside noise on the sounds.

In the four cases, three of them have two sounds, and the fourth one has three sounds 
in each scenario, which were evaluated to see how well the DL technique could identify 
each sound. For each scenario, a ROC plot and confusion matrix were produced.

Scansion one: without noise

The confusion matrix and ROC of speaker sound classification are displayed in Figs. 5 
and 6, respectively: ‘Speaker one’, ‘Speaker two’.
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Fig. 5  Confusion matrix for case one

Fig. 6  Receiver operating characteristic for case one
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Three hundred sixty instances in the Speaker 1 category were found to be correctly 
recognised, whereas 79 cases were found to be incorrectly classified. Of the Speaker two 
category, 438 instances were correctly recognised, while 23 cases were incorrectly cat-
egorized. The confusion matrix displays an examination of the accuracy of the system 
for every category.

The ROC plot, which showed an area of 0.96, demonstrated the system’s high level of 
accuracy and discriminating power. The ROC curve presents the system’s performance 
at different categorisation criteria visually. These results indicate that both groups were 
correctly identified without external noise and with a high degree of accuracy. The sys-
tem’s ability to discriminate well is indicated by its high AUC value, which shows that it 
can effectively distinguish between them.

The confusion matrix and ROC of speaker sound classification are displayed in Figs. 7 
and 8, respectively: ‘Speaker one’, ‘Speaker three’.

Results from the figures above were examined concerning the created system. The cat-
egories ‘Speaker one’ and ‘Speaker three’ were taken into consideration. The following 
conclusions are drawn from the confusion matrix:

Four of the 472 instances in the Speaker one category were incorrectly categorized. 
In the same way, 8 of the 408 instances in the Speaker three category were incorrectly 
categorized. The confusion matrix demonstrates that the algorithm achieved a 99.15% 
classification accuracy for both categories of events.

On the ROC plot, one area was also discernible. This demonstrates that the system 
differentiated between the two groups with perfect discriminating ability and opti-
mal performance. These results indicate that, in the absence of external noise, the 

Fig. 7  Confusion matrix for case two



Page 15 of 24Khazaleh and Khrais ﻿Journal of Engineering and Applied Science           (2024) 71:13 	

Fig. 8  Receiver operating characteristic for case two

Fig. 9  Confusion matrix for case three
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suggested approach fared exceptionally well for the Speaker one and Speaker three 
categories. The system can dependably and efficiently detect speakers’ voices in a 
variety of ambient situations, as demonstrated by its ROC area of 1 and absolute clas-
sification accuracy.

The confusion matrix and ROC of speaker sound classification are displayed in 
Figs. 9 and 10, respectively: ‘Speaker three’ and ‘Speaker two’.

‘Speaker three’ and ‘Speaker two’ were the categories taken into consideration in the 
modified example. There were no occurrences of the 441 cases in the Speaker 2 group 
that were incorrectly categorized. In a similar vein, 31 of the 421 cases in the Speaker 
3 group were incorrectly categorized. The system functioned best when it was able 
to distinguish between the two groups, as indicated by the ROC plot’s area of 1. In 
Fig. 11, the confusion matrix for speaker sound classification is displayed: [‘Speaker 
three’, ‘Speaker two’, ‘Speaker one’]:

With regard to the new case including the categories ‘Speaker three’, ‘Speaker two’, and 
‘Speaker one’, 351 of the 448 cases were correctly recognised, but 97 of the cases were 
wrongly classified. In the Speaker two category, out of 455 cases, 440 were properly recog-
nised and 15 were incorrectly categorized. 390 cases out of 447 in the Speaker three group 
were accurately recognised, while 57 cases were mistakenly classified. The confusion 
matrix illustrates how well the algorithm classified speakers’ sounds for each category.

Scenario two: with background noise

The confusion matrix and ROC of categorising speaker sounds in the presence of back-
ground noise are displayed in Figs. 12 and 13, respectively: [‘Speaker one’, ‘Speaker two’, 
and ‘noise’].

Fig. 10  Receiver operating characteristic for case three
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Fig. 11  Confusion matrix for case four

Fig. 12  Confusion matrix for case one with noise
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The categories ‘Speaker one’, ‘Speaker two’, and ‘noise’ were present in the second 
scenario. Of the 448 instances of this category in the Speaker 1 samples, 265 were cor-
rectly recognised, while 183 examples were wrongly classified. 365 out of 452 instances 
of this category in Speaker 2 samples were correctly recognised, while 87 examples were 
wrongly classified.

The confusion matrix demonstrates how the system’s operation was hampered by the 
background noise. There was a decrease in accuracy and an increase in misclassifications 
as compared to the condition without noise. The number of misclassifications in each 
category shows how the system’s ability to correctly identify the speakers is impacted by 
background noise.

The ROC area of 0.77 indicated that the system’s discriminating abilities were still 
good, but somewhat lower than in the noise-free condition. It implies that background 
noise may cause the system to categorize things into different groups with slightly less 
precision.

The confusion matrix and ROC of identifying speaker sounds in the presence of back-
ground noise, ‘Speaker one’, ‘Speaker three’, and noise, are displayed in Figs. 14 and 15, 
respectively:

Three hundred thirty-six out of 444 samples in the second scenario, which included 
background noise and the category ‘Speaker one’, were correctly recognised, whereas 
108 examples were wrongly classified. In the Speaker three category, 402 out of 260 
instances had the right identification. 54 were misclassified, nevertheless. The ROC 

Fig. 13  Receiver operating characteristic for case one with noise
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Fig. 14  Confusion matrix for case two with noise

Fig. 15  Receiver operating characteristic for case two with noise
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plot displayed an area of 0.86 despite background noise, indicating that the system 
had a high discriminating capacity to separate the two groups.

The confusion matrix demonstrates how the system’s operation was hampered by 
the background noise. There was a decrease in accuracy and an increase in misclas-
sifications as compared to the condition without noise.

The amount of false positives for every category shows how background noise 
degrades system performance. The ROC area of 0.86 indicates that the system had 
strong classification abilities, but much less than in the noise-free situation. It means 
that even in the presence of background noise, the system is still able to distinguish 
between the various categories.

The confusion matrix and receiver operating characteristic curve (ROC) for the 
speaker sounds [‘Speaker three’, ‘Speaker two’, and noise], respectively, are displayed 
in Figs. 16 and 17.

There are three categories in the third case study: ‘Speaker three’, ‘Speaker two’, and 
‘noise’. 387 of the 443 instances in the Speaker 2 category were correctly recognised, 
while 56 were incorrectly categorized.

In the Speaker three category, 328 instances out of 458 were accurately recognised. But 
129 were incorrectly categorized. The ROC plot displayed an area of 0.83 despite back-
ground noise, indicating the system’s strong ability to discriminate between the two groups.

The confusion matrix demonstrates how the system’s operation was impeded by the 
background noise. There was a decrease in accuracy and an increase in misclassifica-
tions as compared to the condition without noise. The amount of false positives for 
every category shows how background noise degrades system performance.

Fig. 16  Confusion matrix for case three with noise
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The program demonstrated high accuracy when classifying instances for the 
Speaker two and Speaker three categories, despite the presence of background noise.

The confusion matrix for categorising speaker sounds of ‘Speaker three,’ ‘Speaker 
two’, ‘Speaker one’, and noise is displayed in Fig. 18:

In the fourth case, which included background noise and the categories ‘Speaker 
three’, ‘Speaker two’, and ‘Speaker one’, 321 of the 444 instances of the Speaker one 
category were properly identified, while 123 were incorrectly categorised.

Out of 456 instances in the Speaker two category, 246 were correctly identified, but 
210 were misclassified. Of 450 instances in the Speaker three category, 318 were cor-
rectly identified. However, 132 were misclassified.

When there was no outside noise (Scenario One), the system did a remarkable job 
of differentiating between speakers. Case One’s excellent accuracy and discriminat-
ing power were demonstrated by comparing ‘Speaker one’ with ‘Speaker two’, as evi-
denced by a ROC plot with an area under the curve (AUC) of 0.96. AUCs of 1 were 
seen in the ROC plots for Case Two (‘Speaker one’ vs. ‘Speaker three’) and Case Three 
(‘Speaker three’ vs. ‘Speaker two’), which also demonstrated excellent classification 
accuracies. In contrast to the easier situations, Case Four, which had three speaker 
types, showed somewhat lower accuracy.

The system’s performance was affected when Scenario two was switched to and back-
ground noise was introduced. In contrast to the noise-free environment, cases one, two, 
and three demonstrated a decline in accuracy and an increase in misclassifications. The 
system was nonetheless able to discriminate quite well in spite of these difficulties. AUC 
of 0.86 was shown in the ROC plot for case two, which comprised ‘Speaker one’, ‘Speaker 

Fig. 17  Receiver operating characteristic for case three with noise
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three’, and ‘noise’, demonstrating the system’s capacity to distinguish between categories 
in the presence of noise.

With three speaker categories plus background noise in case four, the most compli-
cated case, the system showed decreased accuracy and more misclassifications. It did, 
however, continue to show some capacity to distinguish between the different groups.

According to the overall summary, the developed system demonstrated great accu-
racy and discriminating power while operating extraordinarily well in perfect circum-
stances free from outside noise. Although the presence of background noise created 
difficulties and reduced accuracy, the system was still able to discern between various 
speaker sounds. This detailed assessment offers insightful information about how resil-
ient the system is under different circumstances and presents a thorough picture of its 
practicality.

Conclusions
According to the summary, this research investigated for how recording technologies 
and environmental factors impact the precision and effectiveness of deep learning-
based speech recognition systems. The initial stage in the paper’s systematic approach 
to data collection was the collection of data from the speaker Recognition Dataset, 
which includes speakers from a variety of speakers. After the data’s speaker audio was 
converted into spectrogram images, it was preprocessed and prepared for training a 
CNN model. The CNN model was trained using the spectrogram images, and its per-
formance was evaluated using test samples.

An important step in evaluating the program’s resilience and effectiveness is the 
careful division of the dataset into three similar voice groups according to voice tone 

Fig. 18  Confusion matrix for case four with noise
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and gender. This division makes it possible to evaluate the software specifically in 
some areas, which helps to provide a more complex picture of its capabilities.

The study found that in situations without background noise, the CNN model was 
able to classify speakers with very high accuracy in several categories. But when back-
ground noise was present, the algorithm struggled to distinguish speakers accurately, 
especially for some categories. High AUC values in the ROC analysis and the results 
indicated that, even in the presence of background noise, the system continued to 
show excellent detection skills.

In accordance with the findings, it is advised to improve the speech recognition sys-
tem’s effectiveness in noisy environments even further. This may include looking at 
techniques like noise reduction algorithms or adding preprocessing steps to increase 
the system’s ability to discriminate between background noise and voice input. 
Expanding the dataset to cover a wider range of speakers and different environmental 
conditions would offer more information on the system’s reliability and performance 
in real-world scenarios.

Future research should focus on addressing the speaker kinds’ misclassifications as 
well. Examining the unique characteristics of those speakers’ voices and taking into 
account fresh components or models that can more accurately capture and distin-
guish them may be necessary to achieve this.

All things considered, this study provides valuable insights into how recording 
technologies and environmental factors impact the efficiency and reliability of deep 
learning-based speech identification systems. Through the resolution of identified 
problems and the expansion of the system’s capabilities, these recommendations aim 
to improve the accuracy and reliability of speaker identification algorithms in practi-
cal applications.
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