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Introduction
Character recognition is divided into two categories: online and offline. Online character 
recognition attempts to recognize characters while they are being written by an individ-
ual. However, offline character recognition pinpoints to characters that have been opti-
cally scanned by a machine whether they are handwritten or machine-printed (refer to 
Fig. 1).

Research in recognition of characters is grounded in the document analysis literature 
[1]. Intensive research studies on character recognition have been widely reported. Most 
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of these studies focus mainly on the recognition of handwritten alphanumeric charac-
ters. However, not many studies have been devoted to recognition of machine-printed 
numerals [2]. Khedidja et al. proposed the Hu moment, the number of holes, and surface 
for feature extraction. However, they implemented seven classifiers for classification of 
multifont Arabic machine-printed [3]. Moreover, Alqudah et al. implemented a shift and 
scale invariant procedure for offline machine-printed decimal digit recognition. Their 
approach is based on a correlation factor [4].

Dhandra et  al. introduced a thinning algorithm for multifont numeral recognition. 
Their feature extraction uses a directional density vector, and their classification relied 
on a decision tree minimum distance nearest neighbor [5]. Radha et al. proposed a new 
algorithm for pincode script identification. They developed a new method for chaincode 
normalization. They conducted recognition of numerals based on neural network and 
naïve Bayes classifiers [6]. Salameh et al. proposed a method that estimates the number 
of ends and conjunction nodes of a numeral shape. They conducted a classification using 
fuzzy logic [7]. Trainable font embeddings [8], horizontal direction features [9], and pro-
file vector [10] are some conventional major features extraction techniques explored in 
this field. These techniques are very powerful to extract discriminative clues that are rel-
evant for a classification task. Almost all these ideas are based solely on the geometry of 
the strokes composing the input numeral. In fact, high recognition performance using 
these traditional techniques has been achieved using large size databases.

More recent approaches that invoke deep graphical networks (deep learning) using 
private large databases have been investigated to enhance the performance [10–12]. 
However, large quantities of real data sets are not often publicly available. This data 
sparseness problem represents one of the challenging problems in statistical learning. 
To address this issue, researchers rely on three techniques—data augmentation (DA) 
(including generative adversarial networks)—transfer learning (TL) and collective 
learning (CL). However, DA based on cropping, padding, and horizontal flipping is not 
appropriate in several applications (such as license plate recognition, containers code 

Fig. 1 Tree-based representation depicting online and offline character recognition
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recognition) since augmented data do not occur in real scenarios. Moreover, TL and 
CL perform optimally only if the original and the destination domains of both models 
are similar enough. If this is not the case, the trained models might perform worse than 
what one would expect. Therefore, in this scenario, a template matching technique based 
on a small data set is far more adequate. Other probabilistic approaches such as hidden 
Markov models have also been explored; however, they require a large amount of data 
in order to achieve an accurate recognition [13]. In general, when they are trained on 
draining large data sets, machine learning (ML) models can exhibit a deep understand-
ing of numeral pattern structures, leading to an extremely high performance. All these 
research materials have significantly contributed to the success of many applications. 
The technology of machine-printed numeral recognition is needed in many applications 
such as license plates recognition (LPR) [12]. Indeed, commercial LPR invokes convo-
lutional neural networks trained with a large quantity of private (not public) datasets of 
more than thousands of vehicles [12]. In LPR, the background and the number of digits 
depend on the legislation imposed by the country considered. This modification in legis-
lations explains the creation of many small size public license plate databases around the 
world [12]. Therefore, in order to rely on a deep learning scheme, one has to gather very 
large private (and not public) databases; however, these repositories are not made freely 
available to the scientific community: their purchase incurs a high cost. Furthermore, 
machine-printed recognition has been also successful in other fields such as automated 
processing of bank statements [14], barcodes identification [15], documents restoration 
[16], and zip-code recognition [17]. A recognition system does not tolerate any mistake. 
For example, an error in a machine-printed US zip-code is significantly expensive since 
this mail-piece can be incorrectly routed by the US postal service (USPS) to the wrong 
state (or city) post office. Likewise, an error in a series of digits in bank statement is 
very detrimental since it induces financial losses. However, there are still some short-
comings that are common to many traditional approaches: (i) geometrical features alone 
are not sufficient to optimally perceive a machine-printed numeral. It is well known that 
humans are capable to associate (or perceive) different types of elliptical shapes to the 
same class even if their roundnesses are different. In other words, topological features of 
machine-printed numeral may represent valuable clues that can be considered for dis-
criminating between confusing numerals.

To validate this conjecture, we propose to explore persistent homology theory (PHT) that 
optimally estimate Betti numbers for the purpose of numerals recognition. Our ultimate 
goal consists of evaluating the significance of topological data analysis (TDA) in the field of 
Arabic machine-printed numerals recognition in a small data set setting. The advantages 
and limitations of TDA are underscored. At the end, one should be able to decide whether 
it is worth to apply TDA or not in this application. It is important to underscore that some 
authors investigated topological data analysis for the purpose of recognizing handwritten 
numerals [18, 19]. Our contribution is not directed towards the recognition performance 
assessment but rather discuss the significance of TDA by highlighting when TDA can or 
cannot be exploited. Our exploration of TDA relies on topological invariants (known as 
Betti numbers) during a first stage and subsequently invokes geometrical information dur-
ing a second stage of classification. The first stage aims at representing the binary images 
of the ten numerals using their topological signatures (Betti numbers). This representation 
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allows partitioning these images based on their topological signatures into three clusters: 
 C1 = {1,2,3,5,7} contains numerals with no holes, and  C2 = {8} includes numerals with two 
holes and  C3 = {0,4,6,9} with one hole. The second stage performs a chaincode representa-
tion and a pattern matching distance for classification. In fact, once the numeral input test 
image is assigned to its corresponding cluster, Free-man’s chaincode with eight directions of 
the binary image is subsequently computed and compared to the set of chaincode templates 
within the cluster. Finally, dynamic-time warping (DTW) metric is invoked for the overall 
numeral recognition procedure. It is noteworthy that this similarity measure between tem-
poral sequences does not require any large-scale training and is therefore very useful in the 
case where the database size is small [20]. Furthermore, we have defined a diversity ratio 
assigned to the set of fonts used in the numeral databases to assess the robustness of TDA.

Main text
The “Problem description” subsection presents the addressed problem, while the “Over-
view of topological data analysis” subsection provides some background on TDA and HT. 
The subsection titled “Exploring TDA for recognition of arabic machine-printed numerals” 
subsection is devoted to the exploration of TDA for the recognition of machine-printed 
Arabic numerals. It introduces the topological representation and shows how the partition-
ing of partition of numerals is conducted through the persistent homology (Betti numbers) 
principles associated with machine-printed numerals. The subsection titled “experiments 
and results” showcases the data collection strategy, the importance of font diversity and the 
numerals clustering scheme based on TDA. The “Experiments and results” subsection. The 
“Performance comparison and assessment of the proposed approach” subsection depicts a 
comparative task between our approach and some major state of the art techniques. This 
very subsection also brings forth the advantages and limitations of TDA for the recognition 
of machine-printed Arabic numerals. Finally, the conclusion and perspectives are laid out 
in the “Conclusions” subsection.

Problem description

Our investigation consists of exploring topological data analysis (TDA) with its persistent 
homology concept and analyzing its advantages and limitations when applied to recogni-
tion of Arabic machine-printed numerals for small size data sets. This problem consists of 
determining the correct Betti numbers (denoted βi) that should improve the performance 
of Arabic machine-printed numeral. It is noteworthy that Betti numbers represent the core 
of homology theory.

Overview of topological data analysis

We now provide topological definitions deemed necessary to comprehend TDA. For a 
deeper understanding of this section, please refer to [21–23].

Simplicial complexes

Definition 1: If E = {u0,  u1,...,  uj} represents a set of (j + 1) points taken from an affine 
space, then this set is affinely independent if the j vectors,  u1 −  u0,  u2 −  u0,...,  uk −  u0, are 
linearly independent.
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Definition 2: The convex hull of (j + 1) affinely independent points is called a j-sim-
plex s. The points of E are the vertices of the j-simplex s and j is its dimension. It 
is noteworthy that simplices of dimensions 0, 1, 2, and 3 are vertices, edges, trian-
gles, and tetrahedrons, respectively. Vertices, edges, and triangles can be formed in 
the two-dimensional space as well as in a three-dimensional space. However, tetrahe-
drons are not observed in a two-dimensional space. Other simplices such as 5-cell (or 
n-cell in general) can also be formed in higher dimensional spaces [24].

Definition 3: A simplex spanned by a subset of the vertices of s is called a face of s 
(refer to the upper triangle of Fig. 2).

Definition 4: A finite set of simplices, S, is a simplicial complex if it satisfies the fol-
lowing two conditions:

• ∀s ∈ S, every face of s belongs to S
• for every pair of simplices (s, φ) ∈ (SxS), the intersection, s ∩ φ, is either an empty set 

or a face common to both simplices.
• The highest dimension of any simplex contained in S represents its dimension.

Abstract simplicial complex

Definition 5: An abstract simplicial complex is a sub-collection, B (generic set) of S, 
such that s’ ∈ B and φ’ ⊆ s’⇒ φ’ ∈ B. The sets s’ are defined as abstract simplices.

The abstract simplex dimension is defined as equal to the simplex cardinality which 
is the number of sets. However, the dimension of B is the maximum dimension exhib-
ited by any of its abstract simplices.

(a)   d=1.5                                    (b)   d=2.5
Fig. 2 Simplicial complex VR (E; d). a Simplices are formed when the distance d between a a pair of points is 
1.5 (2D space), whereas b corresponds to d = 2.5 (3D space)
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Vietoris‑Rips simplicial complex

Several geometrical constructors such as Alpha complexes, Čech complexes, and wit-
ness complexes are available in the literature [25]. To recover the persistent homology of 
a space from a finite sample of points, we have invoked the Vietoris-Rips (VR) construc-
tor [23]. We now provide a definition of this constructor.

Definition 6: If E is a finite set of points in R2 , and d is a positive real number, then the 
Vietoris-Rips complex of E and d, denoted VR (E; d), consists of all abstract simplices in 
2E (power set) whose vertices’ distances do not exceed d from one another. We namely 
connect any two vertices whose distance from each other is no more than d by an edge, 
and we add a triangle or a higher-dimensional simplex to the complex if all its edges are 
contained in the complex (refer to Fig. 3).

Homology and persistent homology

We now define the notions of filtration, pth homology group, persistent homology, death 
and birth, and barcodes:

Construction of series of simplicial complexes Definition 7: A filtration on a simplicial 
complex S is a collection of subcomplexes {S(d) |d ∈ R } of S such that S(d1) ⊂ S(d2) when-
ever  d1 ≤  d2. However, the filtration value of a simplex s ∈ S is the smallest d such that 
s ∈ S(d). Larger simplicial complexes are built from basic ones using different values of d 
to form a filtration.

Fig. 3 Formation of the barcode graph associated with a filtration as a function of the threshold value d 
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Computation of Betti numbers A simplicial complex generates a group structure 
through the addition of p-simplices.

Definition 8: The union of all faces is the boundary of the simplex, and its comple-
ment is called the interior, or the open simplex.

Definition 9: The free group obtained through this addition of p-simplices is called 
the chain group, Gp.

Definition 10: The pth homology of a simplicial complex S is the quotient vector 
space:

Hp(S) = Ker(lp)/Im(lp + 1) =  Zp/Bp, in which  Zp is the group structure of all p-chains 
with empty boundary (which is the sum of boundaries of its simplices); and Bp, which 
is a subgroup of Gp, is thus a subgroup of Zp, known as the boundary group. The 
notion of Betti numbers derives from this quotient group. The function lp is a linear 
map defined as follows:

Cp(S) is the F2 vector space (2-elements field) whose basis is expressed by the p-sim-
plices of S.

Definition 11: The rank of Hp (the smallest cardinality of a generating set for Hp) is 
known as the pth Betti number given by βp. In fact, the pth Betti number records the 
number of p-dimensional holes in S. When p = 0, β0 computes the number of path-
connected components of S. If E = R3 , β1 accounts for the number of independent 
tunnels (holes), and β2 tallies the number of cavities.

For example, the shape in Fig.  2a depicts a circle whose Betti numbers are (1,1). 
However, Fig. 2b depicts an empty cylinder whose Betti numbers (β0, β1, β2), respec-
tively are (1,1,0).

Persistent homology (PH) PH aims to reveal the different scales (values of d) from 
which a set of points can be observed within a single formalism. Therefore, several 
simplicial complexes are exhibited in order to approximate the true shape of the cloud 
of points (dataset). PH seeks to determine the homology that best represents the true 
shape disclosed by the set points. In fact, this optimal homology attempt to generate the 
qualitative noise-free features.

Definition 12: Let  S1 ⊂  S2 ⊂ … ⊂  Sn = S, be a filtered simplicial complex; therefore, 
we define the pth persistent homology of S as the pair:

where ∀(i,j) ∈ {1,…,n}, i ≤ j, the linear maps: Hp(Si) fij→ Hp(Sj) represent the maps induced 
by the inclusion maps from  Si to  Sj.

Birth and death The concept of birth and death is essential in the computation of Betti 
numbers that represent the qualitative features.

(1)
Cp(S)

lp → Cp−1(S)
σ → s⊂σ ,s∈Sp−1

s.

(2)
({

Hp(Si)
}

, 1 ≤ i ≤ n,
{

fij
}

, 1 ≤ i, j ≤ n
)
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Definition 13: We assert that x ∈  Hp(Si) (x ≠ 0) is born in  Hp(Si), if it is not present 
in the image of  fi-j,i. Likewise, x is said to die in Hp(Sj) if j > i is the smallest index such 
that  fij(x) = 0.

Barcodes Through the variation of d, Betti numbers are computed for each simplicial 
complex. From one step to the next one, matching up the births and deaths (as described 
in the previous section), we obtain a set of bars, known as the barcode of the filtration. 
A bar corresponds to a class in one of the homology groups. Figure 3 shows barcodes 
obtained via a filtration on a simplicial complex based on 13 points randomly spaced. 
For example, for d = 1.5, the persistent homology (barcodes) reveals, three connected 
components (β0 = 3), and one hole (β1 = 1). However, for d = 2.3, it discloses one con-
nected component (β0 = 1), and one hole (β1 = 1). Finally, for d = 4, (β0 = 1) and (β1 = 0).

Statistical interpretation of topological information Once barcodes have been pro-
duced through PH, one needs to provide an interpretation of the computed results. The 
question that is addressed is how to assert that topological information extracted from 
a certain sample of points is compatible with the topological information derived from 
a null model. However, it is important to distinguish between two scenarios: (i) the set 
of points depicts an object with known topological properties, and (ii) the set of points 
describes an object with unknown topological properties.

In the first scenario, a barcode is a theoretical parameter and needs to be compared 
to the observed one (computed via PH). A goodness of fit statistical test such as the 
chi-square indicates how well does the observed barcode match the theoretical one. 
For example, if the object is the numeral “0” (one class among 10), its barcode exhib-
its one connected component (β0 = 1) and one hole (β1 = 1) and represents the null 
model (expected value in a null hypothesis of a statistical test of significance). How-
ever, the observed barcode computed through PH using different random fonts of the 
same numeral “0” can be viewed as the empirical mean.

The chi-square can therefore be applied to assert the significance of the observed 
barcode. In the second scenario, topological properties of an object represented via a 
set of points are unknown. In this case, the null hypothesis of a statistical test can be 
provided by a generative model (such as many realizations from a probability distri-
bution of barcodes). For example, a large number of barcodes (representing a popu-
lation) can be generated using many fonts with different resolution levels. All these 
barcodes are assigned to the numeral class “0”. Topological properties (such as the 
Betti numbers) of the observed barcode can subsequently be compared to those pre-
sent in the population using a statistical test of significance. Finally, one can under-
score that the computation of PH through data can only be performed through the 
sequence of tasks (pipeline) depicted by Fig. 4.

Exploring TDA for recognition of Arabic machine printed numerals

We show in this section how TDA can be exploited to improve recognition of confus-
ing Arabic machine-printed numerals.
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Numeral image characterization via simplicial complexes

We apply homology theory on a cloud of points E forming the skeleton of a printed 
numeral image within a set of various fonts. This set of points and its neighborhood 
system satisfying a set of axioms represents a topological space. The skeleton formed 
is obtained during a preprocessing phase including image complement, bounding box 
computation, scaling (or resizing) for normalization, and then skeletonization of the 
binary numeral image I [26]. The cloud of points is defined in a two-dimensional metric 
space (E; d) whereby a neighborhood system is formed using VR constructor (refer to 
Fig. 5).

Noise generated from the thinning operation

Once the thinning operation is applied on the bitmap image, this latter object becomes 
noisy. This noise prevents any classification from being accurate. One can easily notice 
the branches on the numeral contour of digit 2 depicted by Fig. 5. A simpler approach 
for extracting topological features would be computing a graph out of the skeleton. 

Fig. 4 Persistent homology successive steps (pipeline)

Zoom

Preprocessing

ial complex (d=1.5)

Cloud of points (2D)

Input
Binary image

Zoom

Output
Betti numbers

Fig. 5 Simplicial complex assigned to the numeral image “2” is built from the set of pixels issued from the 
skeletonization operation. A simplicial complex assigned to the zoomed region is shown
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Once this is done, the count of cycles in this graph would have been an option for the 
estimation of topological clues. However, such an approach would require a table that 
depicts the connectivity between vertices (pixels). Unfortunately, this information is not 
available since only a noisy bitmap image obtained from the skeletonization procedure 
is in our possession (refer to Fig. 5). Therefore, TDA that does not require the vertices 
connectivity is the best alternative. Another variant to compare is using an alternative 
method without computing the skeleton and computing PH on the VR-filtration associ-
ated to the raw image after a binarization process. However, although this option is pos-
sible, its complexity computation is intractable.

Extraction of Betti numbers as topological features

The goal of this phase is to compute the optimal value d* from which topological fea-
tures of numerals can be extracted. These numerals are represented within various set 
of fonts. Once simplicial complexes assigned to a numeral are computed (as part of a 
filtration), topological features are extracted. However, it is noteworthy that the feature 
extraction task is supervised. In other words, the class assigned to a numeral image is 
known a priori. The cavities do not appear since only two-dimensional simplicial com-
plexes are considered. Figure 3 shows a set of points whose distance between adjacent 
points is random. In this case, the extraction of Betti numbers assigned to the digit “6” 
is conditioned on an unknown value d. One can notice from this figure that the value 
d = 2.3 depicts the numeral “6” with its Betti numbers β0, and β2, equal both to 1. How-
ever, when the value of d is above 3.6, the hole contained in the numeral “6” disappears. 
Fortunately, in the case of machine-printed numeral recognition, where the input is a 
bitmap image, the distance between all adjacent pixels composing this image is either 
d = 1 (vertical or horizontal positions) or d =

√
2 (diagonal positions). Therefore, these 

two values represent the two possible scales from which any numeral is perceived. Ide-
ally, the PH graph assigned to numerals relies only on two d values (refer to Fig.  6a). 
However, due to some artifacts emanated from the numeral skeletonization procedure, 
noisy features could be generated for some particular fonts when d exceeds the value of √
2 . For instance, the horizontal bar in the β1 graph of the numeral “2” represents a noisy 

feature and therefore should be disregarded. When the threshold distance d between 
adjacent pixels is chosen between 

√
2 and 2, a fake hole is formed (red quadrilateral in 

Fig. 6b). To remove this quirk, one has to select a threshold value greater than 2. Thus, 
non-adjacent pixels will be connected by creating additional triangles and edges which 
suppress this fake hole. Since our task is supervised, we could determine the optimal 
value d* that precisely represents the topological features assigned to numerals. The 
optimal value sought should not generate fake holes nor eliminate real holes that topo-
logically characterize numerals. This optimal value d can be selected from the interval 
[ 
√
2,
√

M2 +N2 ], where M and N are the number of rows and columns, respectively, of 
the resized image I.

Partitioning of numeral images based on their Betti numbers

This task is achieved by clustering the ten numerals with respect to their topological 
signatures (i.e., after the computation of their Betti numbers). Three clusters have been 
identified using this procedure: cluster  C1 = {1,2,3,5,7} contains numerals with no holes, 
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cluster  C2 = {8} includes numerals with two holes, and cluster  C3 = {0,4,6,9} includes 
those numerals with one hole. In this application, all numerals have one connected 
component.

Recognition of numerals

We cover in this section the generation of templates using Freeman image representa-
tion and the classification task of numerals based dynamic time warping.

Freeman chaincode computation Definition 14: Freeman chaincode is a compact 
method for representing the contours of an object. This representation was first pro-
posed by Herbert Freeman [27].

This method represents a boundary of an object by a connected sequence of straight 
line segments of specified length and direction. More precisely, this depiction is based 

(a)

(b)
Fig. 6 Barcode graphs depicting the qualitative topological features for the numerals “0” and “2”. a Betti 
numbers for numeral “0” are (β0 = 1, β1 = 1) and b Betti numbers for numeral “2” are (β0 = 1, β1 = 0)
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on 4 (or) 8 connectivity of the segments. The direction of each segment is coded 
through a numbering procedure. A boundary code which is a sequence of these direc-
tional numbers is called a Freeman chaincode. The chaincode of a boundary depends 
on the initial point considered. Code numbers exhibits one possibility to characterize 
the shape of the boundary. A chaincode is extracted by delimiting the contour in a 
counter clockwise manner by recording the directions as we move from one contour 
pixel to the next (refer to Fig. 7).

Dynamic time warping distance Definition 15: DTW is an algorithm that computes 
the similarity between two temporal sequences, which may have different speeds.

This methodology has been proposed independently in the literature by Vintsyuk 
[28] and Sakoe [29] for speech applications. DTW is a way to compare two temporal 
sequences that do not coincide perfectly. It is a method that computes the optimal 
matching between two sequences. It aims at determining the temporal alignment that 
minimizes Euclidean distance between two aligned series, (refer to Fig.  8). DTW is 
useful in many areas such as speech recognition, data mining, financial markets, and 
others.

• DTW distance and warping path

Let’s consider two temporal sequences: A = {a1,  a2, …,  am} and B = {b1,  b2, ….,  bn}, 
the variable DTW(i, j) denotes the DTW distance between  A1…i et  B1…j. This distance 
is expressed through the following recursive equation:

where dist
(

ai, bj
)

 represents the distance between the two elements  ai and  bj.
For example, if the sequences A = {5, 5, 6, 6, 6, 7, 7, 7, 7} and B = {1, 1, 1, 2, 2, 2, 3, 

3}, then the computation of the dynamic time warping distance is depicted by Table 1.

DTW
�

i, j
�

=



















0ifi = 0andj = 0
Inftyifi = 0orb = 0, andi �= j

dist
�

ai, bj
�

+min







DTW
�

i − 1, j
�

DTW
�

i, j − 1
�

DTW
�

i − 1, j − 1
�

if 1 ≤ i ≤ mand1 ≤ j ≤ n,

Fig. 7 Shape boundary containing only vertical (code 0 and 4) and horizontal (code 2 and 6) directions in 
the eight-connectivity of Freeman chaincode representation system
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The warping path is the one that connects the bold numbers in each column of 
Table 1. The total DTW distance corresponds to the last bold element, equal in this 
example to 1125. The term “Infty” corresponds to the mathematical sign “∞”.

• Restrictions on the warping function

The warping path is determined based on a dynamic programming approach that 
aligns two sequences. Computing all possible paths is “combinatorically intractable”. 
Therefore, there is a need to limit the number of possible warping paths. The follow-
ing constraints are required to reduce the search space.

❖Boundary condition: This constraint ensures that the warping path begins with 
the starting points of both signals and ends with their endpoints.
❖Monotonicity condition: This constraint preserves the time-order of points 
(there is no return in time)
❖Continuity (step size) condition: This constraint restricts the path moves to adja-
cent points in time (not jumps in time).
❖Warping window condition: Permissible points can be limited to fall within 
a given warping window of width r (Sakoe-Chiba band). An acceptable warping 
path uses chess king moves that are as follows:
❖Horizontal moves
❖Vertical moves
❖Diagonal moves

Fig. 8 Minimization of the Euclidean distance between two time series sequences
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Template generation Templates are generated by computing the Freeman’s chaincode 
representation of each numeral within this set of three clusters to respectively form 
Codebook  C1, Codebook  C2, and Codebook  C3. The Codebook generation is achieved 
through the sequence of tasks explained through the diagram depicted by Fig. 9 (proc 
function). It is worth noticing that only a few fonts are considered during template 
generation.

Classification of numerals This classification phase is conducted as follows: (i) initially, 
we assign the numeral input test to its corresponding cluster (the winner cluster). (ii) We 
then apply all tasks described by Fig. 9 to compute its Freeman’s chaincode. We finally 
invoke dynamic-time warping distance to classify all numerals. Since we are conducting 
a multi-font numeral recognition task, the optimal class associated to the input test is 
the most frequent class of numerals across all fonts considered in the Codebooks. This 
optimal class is determined via the statistical mode measure. Therefore, the decision cri-
terion is expressed mathematically as follows: Determine the class ω∗ such that:

where S is the input Freeman’s chaincode and Sfjωi is the chaincode assigned to class ωi for 
the font fj. One can notice from Fig. 10 that cluster 2 has only one numeral and therefore 
does not require any further processing. It is crucial to outline that pattern-matching 
technique does not need training and is very efficient within the context of small-size 
databases. Since TDA was applied a priori, only a few numerals are in competition and 
pattern matching as a subsequent task removes the confusions of the remaining numer-
als (refer to Fig. 10).

Experiments and results

This section is devoted to the collection of data, the computation of the font diversity 
ratio, and the numerals clustering based on TDA.

(3)ω
∗ = Mode

{

argmin
ωi

(

DTW
(

S, S
fj
ωi

))

,∀j
}

Fig. 9 Pipeline for computing the Freeman’s chainecode of a numeral image (proc function)
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Data collection

We have collected a database of numeral images using 33 fonts. Therefore, the total 
number of numeral images is 330 (33 × 10). This set is heterogeneous in the sense that 
it contains similar and dissimilar font shape types (refer to Fig. 11). It is worth under-
scoring that since digit 4 of both Blackadder ITC and Bauhaus 93 fonts do not include 
hole; therefore, they were respectively replaced by digit 4 of Calibri font (sign + in 
Fig.  11a) and digit 4 of Bauhaus 93 font was replaced by digit 4 of Constantia font 
(sign * in Fig. 11a).

Font diversity ratio

The diversity ratio of fonts represents the level of similarity of fonts contained in the 
entire database that is used for numeral recognition. This criterion requires a classi-
fication scheme of all types of fonts. Table 2 illustrates this taxonomy extracted from 
reference (https:// www. freec odeca mp. org/ news/ typog raphy- type- famil ies- class ifica 
tions- and- combi ning- typef aces). The proposed methodology is based on the fonts list 
depicted by Fig. 11. Table 3 shows the mapping of each font of Fig. 11 to its type num-
bered from 1 to 8 in Table 2.

Fig. 10 A two-stage recognition approach of numerals in which the “proc” function computes the Freeman’s 
chaincode illustrated by Fig. 9

https://www.freecodecamp.org/news/typography-type-families-classifications-and-combining-typefaces
https://www.freecodecamp.org/news/typography-type-families-classifications-and-combining-typefaces
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From this table, one can compute a diversity ratio δ (representing a dissimilarity 
level across fonts) which is expressed as follows:

where DT denotes the number of different types of fonts used, and AT is the total num-
ber of types. One can easily compute the diversity ratio assigned to Table 2. This ratio is 
in this case equal to 7/8 = 87.5%. This value corresponds to a low similarity of fonts.

(4)δ =
DT

AT
× 100%

Fig. 11 a The set of all font types used in the experimental phase. b List of font names
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Table 2 Font type classification

Number Type Font

1 Serifs/slab {Garamond, Baskerville, Bodoni, Rockwell,…}

2 Sans Serif {Gill, Helvetica,…}

3 Script {Bistro Script, Shelly, Minstral,…}

4 Blackletter (Gothic) {Bold Script, Fraktur,…}

5 Decorative {Headlines, Posters,…}

6 Humanist {Garamond, Sabon, Centaur,…}

7 Transitional {Baskerville, Times Roman, Helvetica-Transitional Era}

8 Modern {Bodoni, Futura,…}

Table 3 Mapping of fonts used in the proposed approach to their types

Font Type

@Microsoft JhengHei UI 8

Albertus extra bold 1

Albertus MT 1

Antique olive roman 2

Arabic typesetting 5

Arial rounded MT bold 2

Bauhaus 93 8

Berlin Sans FB 2

Bodoni MT black 8

Bodoni MT 8

Bodoni 8

@Microsoft YaHei UI 8

Albertus medium 1

Andalus 5

Antique olive 2

Arial black 2

Arial 2

Bell MT 1

Bernard MT condensed 5

Bodoni MT condensed 8

Bodoni poster 5

Book antiqua 6

Agency FB 2

Albertus MT Lt 1

Antique olive compact 2

Apple chancery 4

Arial narrow 2

Baskerville old face 7

Berlin Sans FB Demi 2

Blackadder ITC 1

Bodoni MT poster compressed 8

Bodoni poster compressed 5

Bookman old style 1
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Two‑stage numeral recognition

To validate our methodology during this experimental phase, we have performed an 
automatic clustering of the 330 numeral images into 3 clusters based on topological fea-
tures. Furthermore, we have considered only 13 fonts out of the 33. These 13 fonts are 
selected arbitrarily. Hence, 130 (13 × 10) images are collected. We extracted topological 
features on these 130 images and performed a clustering based on these features with 
a VR simplicial complex threshold set to d = 3 

√
2 . This optimal value was determined 

through a finetuning procedure (minimum recognition error rate achieved) based on the 
rescaling parameters M and N (M = N = 128). We relied on the JAVAPLEX platform [23] 
to perform this operation. We finally conducted a classification based on DTW proce-
dure. The results of the first-stage recognition are illustrated by Table 4. The accuracy 
reported is 100%. This high performance shows that TDA is very accurate during the 
initial clustering of numeral images. We subsequently partitioned the database in order 
to create two cases: (i) the fonts of the test samples are contained in the codebook (set of 
reference templates), and (ii) the fonts of the test samples are not part of the codebook. 
We now provide some details about these two settings.

Case where testing fonts are contained in the reference codebook In case (1), we 
have designed two different scenarios: In the first scenario, only 13 fonts out of 33 have 
been considered (fonts delimited by the red region in Fig. 11a and the shaded region in 
Fig. 11b). Therefore, the total amount of images is equal to 130 = 13 × 10 numeral images 
with a fixed numeral font size set to 350. This set of images was designed as reference 
templates to form the codebook. To form a test set with 200 images; we have considered 
only the first ten fonts of Fig. 9a counted line by line from left to right. Only two font 
sizes were considered, the first one is 250 and the second one is 450. Therefore, the tally 
is 10 × 10 from the 250-font size and 10 × 10 from the 450-font size, which is in total 
equal to 200 images. Furthermore, one can underscore that in this scenario, the fonts 
adopted in the codebook are similar in shape to the fonts used in the test set. The only 
difference between the reference set and the testing is the size. Tables 5 and 6 depict the 
confusion matrices obtained in this scenario without the incorporation of TDA and with 
its incorporation, respectively.

In the second scenario, to build the test set, we considered all 13 fonts from which 
we generated 130 images with font size set to 450 and 130 images with font size equal 
250, which produces a total of 260 images. The codebook reference templates set is left 
unchanged. The confusion matrices obtained in this scenario without the incorporation 
of TDA and with its incorporation are depicted by both Tables 7 and 8, respectively.

Table 4 Numeral clustering using only TDA, accuracy = 100%

Predicted labels

C1 C2 C3

True labels C1 165 0 0

C2 0 33 0

C3 0 0 132
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Case where testing fonts are not part of the reference codebook In case (2), like in 
the previous scenario, we have chosen the same 13 fonts out of the 33 as a template set. 
The test set contains 10 numerals from the 20 remaining fonts. Consequently, the size 
of the test set adds up to 200 images. In order to assess the contribution of TDA alone, 
we have classified the numerals captured by their chaincodes using only DTW pattern 
matching technique (no prior clustering was performed). The class decision adopted in 
this case is illustrated via Eq. (3), with the size of Codebook equals to 130 images. Table 9 
depicts the confusion matrix as well as the accuracy obtained which is equal to 85%. 
Finally, Table 10 depicts the confusion matrix using both TDA and DTW. The accuracy 
in this latter experiment has reached 92%. This improvement in accuracy is explained 
mainly by the contribution of TDA.

In fact, TDA has removed the confusion between several pairs of numerals such as 1 
and 4 that are non-equivalent topologically. One can notice for example that the true 
positive rate of class 1 was 40% without TDA and has been elevated to 70% with the con-
tribution of TDA. Likewise, the true positive rate of class 8 was 85% without TDA, and 
has reached 100% with the contribution of TDA. Furthermore, the same improvement 

Table 5 Confusion matrix using DTW without TDA clustering, accuracy = 93.5% (case 1, scenario 1)

Predicted labels

0 1 2 3 4 5 6 7 8 9

True labels 0 20 0 0 0 0 0 0 0 0 0

1 0 18 0 0 2 0 0 0 0 0

2 0 0 16 0 4 0 0 0 0 0

3 0 0 0 16 0 0 0 0 0 4

4 0 0 0 0 20 0 0 0 0 0

5 0 0 0 0 2 18 0 0 0 0

6 0 0 0 0 0 0 20 0 0 0

7 0 0 0 0 0 0 0 20 0 0

8 0 0 0 0 0 0 1 0 19 0

9 0 0 0 0 0 0 0 0 0 20

Table 6 Confusion matrix using DTW with TDA clustering, accuracy = 95% (case 1, scenario 1)

Predicted labels

0 1 2 3 4 5 6 7 8 9

True labels 0 20 0 0 0 0 0 0 0 0 0

1 0 20 0 0 0 0 0 0 0 0

2 0 4 16 0 0 0 0 0 0 0

3 0 0 0 16 0 0 0 4 0 0

4 0 0 0 0 20 0 0 0 0 0

5 0 0 2 0 0 18 0 0 0 0

6 0 0 0 0 0 0 20 0 0 0

7 0 0 0 0 0 0 0 20 0 0

8 0 0 0 0 0 0 0 0 20 0

9 0 0 0 0 0 0 0 0 0 20
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happened between the following pairs of numerals (7,4) and (7,9). TDA has removed 
these confusions. Overall, the relative accuracy improvement using TDA is 8.23%. Since 
the topological properties (Betti numbers) of all numerals are known beforehand, and 

Table 7 Confusion matrix using only DTW, accuracy = 91.92% (case 1, scenario 1)

Predicted labels

0 1 2 3 4 5 6 7 8 9

True labels 0 26 0 0 0 0 0 0 0 0 0

1 0 20 2 0 4 0 0 0 0 0

2 0 2 20 0 4 0 0 0 0 0

3 0 0 0 22 0 0 0 0 0 4

4 0 0 0 0 26 0 0 0 0 0

5 0 0 2 0 0 24 0 0 0 0

6 0 0 0 0 0 0 26 0 0 0

7 0 0 0 0 0 0 0 26 0 0

8 0 0 0 0 0 0 1 0 25 0

9 0 0 0 0 0 0 0 0 2 24

Table 8 Confusion matrix using DTW with TDA clustering, accuracy = 93.85% (case 1, scenario 2)

Predicted labels

0 1 2 3 4 5 6 7 8 9

True labels 0 26 0 0 0 0 0 0 0 0 0

1 0 24 2 0 0 0 0 0 0 0

2 0 6 20 0 0 0 0 0 0 0

3 0 0 0 22 0 0 0 4 0 0

4 0 0 0 0 26 0 0 0 0 0

5 0 0 2 0 0 24 0 0 0 0

6 0 0 0 0 0 0 26 0 0 0

7 0 0 0 0 0 0 0 26 0 0

8 0 0 0 0 0 0 0 0 26 0

9 0 0 0 0 0 0 2 0 2 24

Table 9 Confusion matrix using DTW without TDA clustering, accuracy = 85% (case 2)

Predicted labels

0 1 2 3 4 5 6 7 8 9

True labels 0 20 0 0 0 0 0 0 0 0 0

1 0 8 1 0 10 0 0 0 1 0

2 0 0 16 0 1 0 0 0 1 2

3 0 0 0 18 0 0 0 0 2 0

4 0 0 0 0 20 0 0 0 0 0

5 0 0 0 0 0 18 2 0 0 0

6 0 0 0 0 0 0 20 0 0 0

7 0 0 0 0 2 0 1 16 0 1

8 3 0 0 0 0 0 0 0 17 0

9 2 0 0 0 0 0 0 0 1 17
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the accuracy from Table 4 is 100%, one can state that the topological information from a 
sample of points is compatible with the one conveyed by the null model.

Performance comparison and assessment of the proposed approach

We cover a comparative task between our approach and some major state of the arts 
techniques.

Comparison of the proposed approach with different scenarios

The task of improving recognition of confusing Arabic machine-printed numerals 
depends on the contribution of TDA. Table  4 has shown that TDA is capable to cat-
egorize perfectly (with 100% accuracy) numerals into three clusters. This contribution 
allows to subsequently classifying numerals from these three clusters only. However, one 
has to distinguish between the two cases: (i) testing fonts are part of the reference Code-
book and (ii) testing fonts are not part of the reference Codebook. In the first case, the 
use of TDA has improved the accuracy from 93.5 to 95% (refer to the confusion matrices 
of Tables 5 and 6). Likewise, the accuracy went up from 91.92 to 93.85% when the 13 
fonts are used (refer to the confusion matrices of Tables 7 and 8). However, in the second 
case (testing fonts are not part of the reference Codebook), the accuracy increased dras-
tically from 85 to 92% when TDA is applied (refer to the confusion matrices of Tables 9 
and  10). This accuracy rate achieved represents an achievement since (i) the classifier 
was tested on numerals with unknown fonts, and (ii) the database used is relatively small 
and the classifier does not involve any large-scale training.

Comparison with some major states of the art approaches

We compare our methodology with some papers from the literature that use TDA and 
others that are more general:

TDA approaches In this section, we highlight some applications of TDA and show how 
they differ from our approach (refer to Table 11).

Table 10 Confusion matrix using DTW with TDA clustering, accuracy = 92% (case 2)

Predicted labels

0 1 2 3 4 5 6 7 8 9

True labels 0 20 0 0 0 0 0 0 0 0 0

1 0 14 5 0 0 1 0 0 0 0

2 0 2 17 0 0 1 0 0 0 0

3 0 0 1 19 0 0 0 0 0 0

4 0 0 0 0 20 0 0 0 0 0

5 0 0 2 0 0 18 0 0 0 0

6 0 0 0 0 0 0 20 0 0 0

7 0 0 1 0 0 0 0 19 0 0

8 0 0 0 0 0 0 0 0 20 0

9 2 0 0 0 0 0 1 0 0 17
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General approaches We have compared our approach with major methodologies pro-
posed in the literature. Table 12 shows the size of training and testing sets, the number 
of fonts involved, the visual similarity between fonts, and the average accuracy for each 
technique deployed for the recognition task. This table also indicates whether all testing 
fonts have been included in the training set. Table 13 depicts the feature extraction tech-
niques and the classifiers used by the same contributors. The comparison task is under-
taken by taking into account three criteria, which are the following:

a. The size of the training set (or Codebook for template matching) and testing sets 
used.

Table 11 Comparison with some major TDA approaches

Reference 
number

Contribution How they differ with our approach

[18] Presentation of algebraic functions as a ring on 
persistence bar codes: An illustration on how to 
recognize handwritten digit using conventional 
classifiers based on the extraction of topological 
features from barcodes was provided

The technique proposed relies on four selected 
features (polynomial coordinates) that are com-
puted from the two dimensions of the barcode 
associated to a handwritten numeral. Once a 
feature vector that gather all this information is 
extracted, the authors invoked traditional shallow 
classifiers such as SVM for handwritten numeral 
recognition. However, our work exploits TDA to 
first cluster numerals based on their topological 
features and extract chjaincodes from the bit-
mapped versions of these numerals. Since a chain 
code is a time-series sequence, and our context 
is small-size dataset, we have reasonably applied 
dynamic time warping for numerals recognition

[19] Introduction of a methodology that extracts 
tropical coordinates from a barcode. This work 
has been compared to the one of reference 
[18]. Instead of using polynomial coordinates 
as features, the author applied max-plus type 
coordinates extracted from barcodes. A support 
vector classifier is subsequently invoked for 
recognition of handwritten numerals

The same remark as in [18] applies to this refer-
ence

[30] Introduction of a Python library that integrates 
high-performance TDA with machine learning

This library allows extraction of persistent 
diagram of objects. An example of the extraction 
of persistent diagrams from a bitmap handwrit-
ten numeral is provided. It does not propose a 
recognition scheme for Arabic machine-printed 
numerals

[31] Use of TDA persistent diagram to extract rele-
vant features. The authors subsequently invokes 
a machine learning paradigm based on random 
forest for handwritten digit recognition

Our approach is different since it is based on 
a prior TDA clustering technique of machine-
printed numerals. Subsequently, a chaincode 
representation is applied to numerals pertaining 
to each cluster formed. Furthermore, a dynamic 
time warping procedure is invoked for the pur-
pose of numerals recognition. Our proposed work 
does not use any learning scheme

[32] The author’s objective was to study the filtra-
tion sensitivity with respect to noise added to 
the handwritten digit image. This sensitivity 
measure is depicted by the performance of SVM 
classifier. The kernel of this classifier is based on 
the Wasserstein metric between two persistent 
diagrams

Our objective is far different since we are not 
analyzing the sensitivity of TDA filtrations to noise 
in the input images. It is worth underscoring that 
the noise we are addressing emanates from the 
thinning procedure
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b. The size of training samples (or samples from the Codebook) contained in the test-
ing sets.
c. The diversity ratio assigned to the set of fonts used to build the database.

• The authors in reference [2] indicated that all the training was used as testing set 
under the “resubstitution” operation. Their fonts diversity ratio is low (i.e., they 
have used similar fonts), and the size of their database is very large, which is far 
from the small database size setting conveyed by our approach. Furthermore, it is 
important to outline that our approach does not require training.

• The authors in reference [3] did not provide much information about the number 
of fonts used and whether training samples are contained in the testing set. How-

Table 12 Average accuracies of some state of the art methodologies

Ref. Database size (# of images) # of fonts Font diversity 
ratio

All fonts are 
included during 
training

Avg. acc. (%)

Training size Testing size

[2] 6240 - Low Yes 99.8

Resubstitution (all sample are 
used for training and testing)

[3] 2000 - Low - 99

500 1500

[4] 3200 16 Low Yes 99

160 3040

[5]
Exp 1

531 - - - 95

400 131

[5]
Exp 2

531 93.1

400 131

[6] 70 7 Medium Yes 74

- 70

Our study
Exp 1

330 13 Medium Yes 95
130 200

Our study
Exp 2

390 13 Medium Yes 93.8
130 260

Our study
Exp 3

330 33 High No 92
130 200

Table 13 Feature extraction and classification technique depicted by Table 10

Ref. Features Classification schemes

[2] Hue moment and east cavity K-nearest neighbors (kNN)

[3] Correlation factor -

[4] Directional density vector Decision tree

[5]
Exp 1

Chaincode Neural network

[5]
Exp 2

Chaincode Naïve Bayes

[6] Statistical analysis of nodes Fuzzy logic

Our study Chaincode Two stage:
TDA + DTW
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ever, they claimed that the font diversity ratio is low, which may explain the high 
accuracy obtained.

• The authors in reference [4] reported that their training set was reused during 
testing, and their font diversity ratio is low.

• The authors in [5] did not disclose any detailed information about the context of 
their experiment. However, the size of their database is close to our database size, 
which makes these two approaches comparable.

• The authors in reference [6] relied on a small database size, and their font diversity 
ratio is medium but their performance remains low.

• Finally, we obtained a series of performance, which are 95%, 93.85%, and 92%, 
depending on the database size, the font diversity ratios, and whether training is 
part of testing.

Pros and cons of TDA

The following table provides an insight into whether TDA is worth to be applied to the 
task of recognition of machine-printed Arabic numerals. Table  14 depicts the advan-
tages and limitations of TDA in this specific application:

Conclusions
We have explored TDA in order to investigate whether this mathematical paradigm is 
capable to extract relevant information that improves recognition of Arabic machine-
printed numerals. This exploration is performed through clustering of numeral images 
based on their topological invariants. Hence, we have reduced the number of classes 
through clustering and consequently lowered the confusion between numerals. We 

Table 14 Advantages and limitations of TDA

Pros Cons

• TDA provides a general framework for analyzing data, 
with the advantages of being capable of extracting 
information from large volumes of high-dimensional 
data, while being independent of the choice of met-
rics. Furthermore, TDA provides stability against noise 
generated from the thinning operation
• Persistent homology is quite efficient at comparing 
images with a much smaller sample size than deep 
learning/CNNs would need. A pattern matching 
distance such as DTW is adequate in this small-size 
data set setting
• Persistent homology can differentiate features like 
loops or voids, which are important in numeral recog-
nition, and a TDA-based approach tends to perform 
well, even with very small small-size datasets
• One of the advantage of topological analysis is low 
dimensional representation of higher dimensional 
connectivity
• TDA performs effectively in clustering Arabic 
machine-printed numerals even when numeral fonts 
are dissimilar in shapes

• High computational cost of persistent homology in the 
case of large-size dataset and TDA requires a profound 
understanding of algebraic topology in order to be able 
to correctly exploit all algorithms generated from it
• TDA relies only on closed shapes that are not degraded 
during the determination of Betti numbers: Any numeral 
whose contour is not perfectly closed due to some 
preprocessing will not be accounted for
• Persistent homology covers a reduced set of topologi-
cal invariants expressed via Betti numbers. Six of numer-
als out of 10 are not fully characterized by Betti numbers. 
However, some languages such as Arabic convey more 
topological information: in this languages TDA is more 
efficient
• TDA as presented in this manuscript does not discrimi-
nate between directions of loops (difference between 
ellipses and circles for example). This discrimination is 
vital in several pattern recognition problems. For exam-
ple the digit 0 has a round hole than the digit 4 whose 
hole is triangulized
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have demonstrated that TDA performs precisely in clustering Arabic machine-printed 
numerals even when numeral fonts are dissimilar in shape. This dissimilarity is expressed 
via a font diversity ratio that we have developed as a criterion for performance compari-
son purposes. We have observed that the recognition accuracy using TDA and DTW 
successively is significantly higher than the one using only DTW. We have assessed the 
limitations and advantages of TDA in this numerals recognition task. Our future work 
will be focused on:

• Improving the second-stage classification by modifying DTW distance through the 
incorporation of a matrix that contains cost values proportional to the difference of 
two angular directions of symbols depicting a chaincode.

• Extending this work exploration to font-independent alphanumeric characters rec-
ognition.
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