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Abstract 

In view of the limited precision of traditional point cloud registration methods 
in bridge engineering, as well as the lack of intuitive guidance for bridge construction 
control regarding relative coordinate relationships of point clouds, this study proposes 
a novel dual-purpose target for the total station and laser scanner, along with a cor-
responding algorithm. The scanning point cloud undergoes intensity filtering, cluster-
ing, planar denoising, contour extraction, centroid fitting, registration transformation, 
target recognition, registration, and coordinate transformation. Experimental results 
demonstrate that the proposed algorithm can accurately extract the centroid coordi-
nates of the targets and effectively handle complex on-site conditions. The coordinate 
transformation achieves high precision, with an amplification error of only 2.1 mm 
at a distance of 500 m. The registration precision between planar and spherical targets 
is nearly identical, surpassing that of planar iterative and ICP algorithms. Application 
of the algorithm in the context of China’s large double-span steel-tube concrete arch 
bridge scenario. it was found that the maximum deviation of the radius of the main 
chord tube was 10.8 mm, the maximum deviation of the distance from the center 
of the main chord tube was 8.3 mm, the average length of the merging opening 
was 775.0 mm, the maximum lateral deviation of the merging opening was 9.6 mm, 
and the maximum deviation of the height of merging opening was 25.2 mm. The 
results showed that no additional restraining measures were needed, and the smooth 
jointing could be realized only under a suitable temperature. Comparison with meas-
urements obtained from the TS60 total station exhibits a close match, with a verifica-
tion error within 3.9 mm, thereby meeting the precision requirements for construction 
control.
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Introduction
A three-dimensional laser scanner is a non-contact measurement tool used for rapidly 
acquiring surface topography data points [1]. Leveraging its advantages of high effi-
ciency, sub-millimeter precision, safety, and high automation, three-dimensional scan-
ning technology has been applied in bridge engineering for deformation monitoring, 
construction control, and digital twin applications [2]. In the case of large-scale scenes, 
the registration of multiple point clouds from ground-based three-dimensional laser 
scanners requires the selection of common points for stitching [3]. The iterative closest 
point (ICP) algorithm proposed by Besl [4] is considered the most classical registration 
algorithm to date. This algorithm achieves registration by iteratively finding the closest 
point pairs between point clouds. However, its applicability is limited in engineering 
scans due to the scarcity of overlapping points between stations. In recent years, schol-
ars [5–7] have made improvements and researched this algorithm, proposing new algo-
rithms that involve coarse registration followed by fine registration. These algorithms are 
commonly used in small-scale three-dimensional scans, where the precision is higher 
for experiments with small point cloud models such as Bunny, Elephant, and Horse 
from the Stanford database. In practical engineering applications, the large amount of 
point cloud data in large-scale scans can lead to long registration times, and the selec-
tion of registration iteration points becomes unknown, making it difficult to judge the 
algorithm’s precision and its persuasive power. In comparison to algorithmic stitching 
methods, the manual selection of fixed points for stitching achieves higher precision, 
greater applicability, and better acceptance in engineering practices. Manual stitching 
includes automatic recognition of spherical targets and planar targets [8]. Wang Jun 
et  al. [9] proposed that the stitching precision depends on the precision of extracting 
the sphere center and planar center of the spherical targets. Zhou [10] believed that fac-
tors such as high production cost, scarcity of point clouds at long distances, edge drift in 
target sphere point clouds, and difficulties in setting permanent observation points have 
resulted in the rare use of spherical targets in on-site construction control. The extensive 
post-processing time for large point cloud data necessitates the urgent need for a rapidly 
identifiable target to locate the spatial orientation of structures and provide timely feed-
back for adjustment during the construction process. Planar targets have emerged due 
to their advantages of simple production, low cost, high precision, and adjustable size.

Currently, domestic and international scholars have conducted comprehensive 
research on automated extraction methods for planar target point clouds. LICHTI et al. 
[11] proposed three automatic identification methods based on the assumption that the 
scan points with the highest reflectance intensity correspond to the center of the target. 
However, in reality, the center point does not always have the highest reflectance inten-
sity, resulting in low identification precision. VALANIS et  al. [12] proposed an auto-
matic identification method using the fuzzy C-means clustering algorithm, but it cannot 
eliminate the influence of outliers and scanning noise. Zhou Shaoguang et al. [13] used 
the principle of central projection to project the point cloud data into a 2D image and 
employed the region-growing algorithm to fit the coordinates of the target center. Wang 
L et al. [14] utilized the reflectance intensity of the acquired point cloud data and applied 
a reflectance intensity-weighted approach to identify the center coordinates of the pla-
nar target. Chen JJ et al. [15]employed centroid-based and geometric-based methods to 
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obtain the coordinates of planar targets and analyzed and compared their accuracies. 
The results indicated that the geometric-based method yields better results when the 
point cloud distribution of the target is non-uniform, emphasizing the importance of 
acquiring good edge points of the target. Chen XJ et  al. [16] divided the target point 
cloud into sections and calculated the mean clustering center of each section using the 
K-means algorithm as the target center coordinates. This algorithm mitigates the impact 
of missing data to some extent but cannot eliminate the influence of outliers. Zhu NN 
et al. [17] proposed an edge point fitting algorithm based on the geometric properties 
of the target, where the edge points are extracted by finding the farthest point for each 
point based on the point cloud distribution characteristics. The centroid coordinates 
are then calculated using the least squares method. This algorithm can handle the prob-
lem of incomplete target point clouds to some extent but cannot accurately calculate 
the centroid coordinates in the presence of redundant point clouds. Wu Chao et al. [18] 
employed the reflectance intensity values of the point cloud data for region segmenta-
tion. Based on the K-means clustering method applied to each segmented region, they 
determined the coordinates of the region’s centroid, thereby obtaining the center coor-
dinates of the planar target. However, this approach is unable to effectively eliminate the 
influence of outliers and noise. On the other hand, Fu YJ et al. [19] proposed an edge 
point extraction algorithm that selects the point farthest from the centroid of the target. 
They utilized robust least squares fitting to compute the centroid coordinates based on 
the extracted edge points. It should be noted that this algorithm is specifically suitable 
for circular targets with high reflectance rates.

The aforementioned algorithms have high requirements for planar targets, requir-
ing them to be perfectly circular and have good flatness. Additionally, high reflectance 
intensity is needed, but excessively high reflectance intensity can damage the 3D laser 
scanner. While these algorithms demonstrate high precision in small-scale experi-
ments, further research is needed to assess their applicability for precision construc-
tion control in large-scale bridge engineering scenarios. Inspired by previous studies, 
this paper combines the on-site construction conditions of a concrete-filled steel tubu-
lar (CFST) arch bridge to design a dual-purpose planar target for the total station and 
3D scanner. Accompanied by corresponding identification and coordinate transforma-
tion algorithms, the aim is to achieve automated and rapid identification of targets and 
multi-station data registration for point cloud data in large-scale scenes. Experimental 
validation and application examples have been conducted to verify the precision and 
applicability of the proposed approach.

Methods
Target design methods

During the scanning process of bridge engineering and other large-scale scenes, the 
extensive volume of scan data often leads to prolonged post-processing time for point 
clouds. Consequently, real-time acquisition and positioning of structural spatial orienta-
tion become unattainable during construction and monitoring processes. This signifi-
cantly hampers precise control during construction and timely feedback on monitoring 
data. Therefore, there is an urgent need to devise a specialized target and propose a rapid 
recognition algorithm to accurately extract the target from the vast point cloud data and 
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swiftly obtain high-precision target parameters. This enables the determination of struc-
tural spatial orientation and facilitates real-time monitoring of dynamic displacements 
in prefabricated component installation and control.

Traditional 3D scanning targets for registration between stations include stereo-
scopic targets and planar targets. Representative examples are spherical targets and 
black-and-white targets. Stereoscopic targets involve fitting feature points, such as the 
sphere center, using the point cloud on the target’s surface. Black-and-white targets 
use the intersection points of black-and-white regions to register two or more stations 
through common points. However, spherical targets cannot quickly locate the sphere 
center using a total station, and the limited number of points on the sphere’s surface and 
the fitting error result in significant inaccuracies. While black-and-white targets have 
clear intersection points, the use of non-prism measurements with a total station intro-
duces large measurement errors, reducing confidence in coordinate transformation. As a 
result, these targets are generally not suitable for point cloud coordinate transformation. 
There is an urgent need to design a new type of high-precision scanning target that can 
be used for identification, registration, and coordinate transformation in both scanning 
and total station applications.

The new type of scanning target includes a target plate for direct aiming, a circular 
target disk, a prism lens, and a magnetic table base. Round target disk material for Pol-
ytetrafluoroethylene., and construction site materials reflective strength of the differ-
ence is very convenient for late data screening, cheap and easy to process, diameter of 
200  mm, thickness of 5  mm, the center of the open 50 × 50  mm square hole used to 
place the Leica prism. Prism for the standard Leica round prism, lens diameter 25.4 mm, 
measuring distance of 800 m, precision of 5″. The back of the comparison test shows 
that in a 50-m scanning distance, a single scanning round target point cloud number of 
about 2500, and precision can be guaranteed, in the case of scanning distance increases, 
should be increased accordingly the diameter of the round target, had a linear relation-
ship. This new type of target serves as a dual-purpose target for both 3D scanning and 
total station applications. It features high precision, convenience, ease of use, and low 
cost. In addition, corresponding algorithms have been developed for rapid target rec-
ognition and feature point fitting. The algorithms also enable the conversion of relative 
coordinates to absolute coordinates for the point cloud, achieving full automation in the 
target recognition, conversion, and registration. The application scenarios for these tar-
gets are illustrated in Fig. 1.

Intensity screening methods

The point cloud data consists of three-dimensional coordinates (XYZ), intensity values 
(Intensity), and color information (RGB). The laser reflection intensity is the ratio of 
the reflected laser energy to the emitted laser energy. The intensity of reflection varies 
among different materials, colors, and angles. In the construction site of a steel-rein-
forced concrete arch bridge, the point cloud data mainly includes the ground, concrete 
structures, and steel components. In this experiment, a comparison and statistical anal-
ysis of the intensity values from the points on the target and the main objects in the 
scanning scene were conducted at different distances and incident angles. For each loca-
tion, 1000 random points were selected for intensity statistics. Tests have proved that the 
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target should be facing the scanner that is, when the angle of incidence is 0°, the point 
intensity distribution of the target is more aggregated, and the distribution of the point 
cloud data is uniform to facilitate the algorithm for high-precision fitting, so when scan-
ning, the target should be used to target the aiming device, rotating the magnetic pedes-
tal and rotating the robotic arm to make the target and the scanner are facing each other. 
The statistical results are shown in Fig. 2, indicating that the intensity range of the target 
falls between 65 and 85 and does not overlap with the intensity ranges of other objects in 

Fig. 1 Schematic diagram of target usage scenario

Fig. 2 Statistical distribution of intensity of different targets at different distances and angles
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the field. By setting an appropriate intensity threshold, filtering and data mining can be 
performed.

Point cloud clustering methods

DBSCAN (density-based spatial clustering of applications with noise) is a typical den-
sity-based clustering algorithm [20]. It uses two parameters to describe the density of 
samples. The first parameter is the neighborhood radius, which represents the distance 
threshold for the current point’s neighborhood. The second parameter is the minimum 
number of points required to form a dense region within the neighborhood. By setting 
appropriate values for the neighborhood radius and the number of points, the target 
point cloud can be separated from other point clouds. The principle of the DBSCAN 
algorithm is as follows:

1) Input sample set D = {x1x2x3 . . . xn} and neighborhood parameter ε,MinPts;
2) Find core objects: if Nε xj = xi ∈ D|distance(xi, xj) ≤ ε  and |Nε

(

xj
)

| ≥ MinPts , 
then xj is a core point, xj and the points xj within its neighborhood belong to a new 
set Qi;

3) In the remaining sample set D, identify other core points. If a new core object has 
sample points in its neighborhood belonging to set Qi , then the core point and other 
sample points within its neighboring region all belong to set Qi ; otherwise, they 
belong to a new set Qj;

4) Find all points in set D and obtain all clustering subsets Q1Q2Q3 . . .Qn . If a point 
xi does not belong to any new clustering subset, it is considered an outlier and is 
removed.

The processing principle and clustering results of the DBSCAN algorithm are shown 
in Fig. 3.

Plane fitting noise reduction methods

During the scanning process, atmospheric pressure and temperature can have an impact 
on the instrument, resulting in some points not being completely adhered to the object’s 
surface. When the scanner reaches the edges of the object, large angles can cause dis-
tortion and drift in the reflected point cloud, collectively referred to as outliers. These 
outliers can introduce significant errors during subsequent target fitting, affecting regis-
tration and coordinate transformation. Therefore, it is necessary to eliminate points that 

Fig. 3 DBSCAN schematic diagram and target clustering processing diagram
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do not lie on the plane before performing the fitting process. The obtained fitted plane 
is optimal when the sum of squared distances from k nearest points to the plane is mini-
mized, expressed as follows: The average coordinates of the point:

where di is the distance from a point to the plane; e is the sum of the squares of the dis-
tances di from all points to the plane.

is represented as 
(

x, y, z
)

 , given by

In practical situations, some points lie outside the plane. The purpose of the fitting 
is to minimize the sum of distances between the plane and all points. To achieve this, 
matrix A is solved using singular value decomposition (SVD):

The minimum value of e corresponds to the minimum eigenvalue of matrix A, with 
the corresponding eigenvector representing the plane parameters a, b, and c. The value 
of d is obtained using the centroid. The error in the best-fit plane can be calculated as 
follows:

Remove points where di > 2δ , iterate repeatedly until the difference between the 
errors of the previous and current iterations is less than 0.1 mm.

Based on Table 1 and Fig. 4, it can be observed that after 6 iterations, the number of 
noisy points in the planar target reduced by 1853 points, representing a reduction of 
43.24% in outliers. The resulting error in the fitted plane is 0.5 mm, and the maximum 
distance from points to the plane is 1.0 mm, indicating a sub-millimeter level of preci-
sion. Therefore, it can be concluded that the remaining points are approximately located 
on the same plane.

Target localization methods

Given the coordinates of three or more points on a circular circumference, the center 
coordinates of the circle can be computed through the fitting. After selecting the 
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i=1d
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i min

(2)ax + by+ cz + d = 0

(3)a(xi − x)+ b
(

y− y
)

+ c(zi − z) = 0

(4)A =



















x1−
−
x y1−

−
y z1−

−
z

x2−
−
x y2−

−
y z2−

−
z

x3−
−
x y3−

−
y z3−

−
z

...

xn−
−
x yn−

−
y zn−

−
z



















X =





a
b
c



 ⇒ AX = 0

(5)A = UDVT ⇒ �AX� = �UDVTX� = �DVTX�

(6)δ =

√

∑n
i=1d

2
i

n



Page 8 of 20Deng et al. Journal of Engineering and Applied Science          (2023) 70:135 

points on the planar surface, the point cloud becomes a spatial planar point cloud. 
Firstly, the spatial planar point cloud is projected onto the coordinate system of the 
best-fit plane. Secondly, the convex hull algorithm is applied to extract the outer con-
tour of the target. Then, an iterative least squares method is used to filter out points 
with significant contour errors. Finally, the center coordinates of the circle and the 
parameters of the target are computed.

1. Projection is performed to rotate the best-fit plane parallel to the XOY plane, facilitat-
ing the fitting of the circle center:

In the equation, 
(

xi0, yi0, zi0
)

 represents the projected plane coordinates, and 
(xi, yi, zi) represents the coordinates of the target.

The rotation matrix is:

where α represents the angle between the plane normal vector and the Z-axis 
projection in the YOZ coordinate system, and β represents the angle between the 
plane normal vector and the Z-axis projection in the XOZ coordinate system. 
cosαsinαcosβsinβ can all be determined from the plane normal vector.

(7)
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Table 1 Iterative noise reduction for target plane fitting

Iteration a b c RMSE δ (mm) Points dmin(mm) dmax(mm)

0 0.7716  − 0.5482 0.3226 2.2 4285  − 10.9 6.0

1 0.7699  − 0.5472 0.3283 1.2 3821  − 3.1 3.0

2 0.7699  − 0.5469 0.3289 1.0 3598  − 2.0 2.0

3 0.7702  − 0.5466 0.3287 0.8 3217  − 1.6 1.6

4 0.7710  − 0.5458 0.3279 0.7 2871  − 1.2 1.2

5 0.7719  − 0.5448 0.3276 0.6 2574  − 1.1 1.1

6 0.7726  − 0.5443 0.3267 0.5 2432  − 1.0 1.0

Fig. 4 The original point cloud of the target plane and the point cloud after 6 iterations
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2. The convex hull algorithm Liu K et al. [21] is employed to find the minimum polygon 
that surrounds all the points on the plane, which represents the outer contour of the 
point cloud on the plane. The algorithm follows these principles:

1) Locate the point P with the minimum Y value among N points.
2) Sort the remaining points counterclockwise based on their distances and angles 

relative to point P.
3) Starting from point P, connect the points counterclockwise, discarding any 

point that forms a concave shape until a convex shape is closed.
4) Iterative least squares method is used to calculate the coordinates of the circle 

center and the parameters of the target.

The principle of least squares circle curve fitting is applied.

The squared difference of the radius of the distance between the center of the circle 
and the point cloud is

Let Q(a, b, c) be the sum of the squares of δi , that is:

The partial derivatives are computed to solve for a, b, c . By finding the value of a 
that minimizes the Q value, we can determine the circle fitted using the least squares 
method. The radius (r) and the coordinates of the center (A, B) are obtained through 
this process. The root mean square error (RMSE) of each point to the center of the 
circle is then calculated.

The absolute difference between the distances ( di ) from each point to the center of 
the circle and the fitted radius ( r ) is calculated. If the difference is greater than 2σ , the 
point is discarded; if it is smaller than 2σ , the point is retained. This process contin-
ues iteratively until the absolute difference between the fitted radii of two consecutive 
iterations is less than 0.1 mm.

3. The obtained coordinates of the center of the circle are transformed back to the spa-
tial coordinates (XYZ) using inverse rotation operations

As shown in Table  2 and Fig.  5, after 3 iterations, the plane target experienced a 
reduction of 60 outliers, accounting for a decrease of 30.92% in gross errors. The 
resulting plane fitting error is 0.7 mm, and the maximum distance from points to the 
circular arc is 1.1  mm. The absolute difference in fitted radii between consecutive 

(9)r2 = (x − A)2 +
(

y− B
)2

(10)δi = d2i − r2 = (Xi − A)2 + (Yi − B)2 − r2 = X2
i + Y 2

i + aXi + bYi + c

(11)Q(a, b, c) =
∑

δi
2 =

∑
(

X2
i + Y 2

i + aXi + bYi + c
)2

(12)σ =

√

1
N

∑N
i=1 (Xi − A)2 + (Yi − B)2 − r2)
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iterations is 0.1 mm, indicating that the remaining points are approximately located 
on the same circle. Therefore, the fitted circle exhibits a high level of precision in 
terms of the precision of the obtained center.

Coordinate conversion methods

The coordinate transformation between two coordinate systems, assuming consistent scal-
ing ratios in all directions, can be represented by seven parameters: three rotation param-
eters, three translation parameters, and one scale parameter. Ou H-P et al. [22] Given the 
coordinates of three points in both coordinate systems A and B, these seven parameters can 
be uniquely determined. In point cloud models, where there is no scaling parameter other 
than 1, theoretically, only two points are needed to complete the coordinate transformation.

The mathematical model for coordinate transformation is as follows:

where λ is the scaling parameter set to 1, R represents the rotation matrix, Δ is the trans-
lation vector, and A and B represent coordinates in two different coordinate systems. 
The rotation matrix R is constructed using the skew-symmetric matrix S, where I denote 
the identity matrix.

(13)
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Table 2 Iterative noise reduction table for target bullseye fitting

Iteration x(m) y(m) z(m) r (mm) RMSEδ(mm) Points dmin − r(mm) dmax − r(mm)

0  − 2.1630 46.6644  − 0.2361 95.6 1.2 194 -1.4 1.4

1  − 2.1630 46.6645  − 0.2361 95.6 1.0 177 -1.3 1.3

2  − 2.1632 46.6643  − 0.2361 95.6 0.8 154 -1.1 1.2

3  − 2.1633 46.6642  − 0.2360 95.6 0.7 134 -1.0 1.1

Fig. 5 Original and 3-iteration point cloud of the convex package contour of target
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Results
Experimental scanning was conducted on a specially designed target in a large-scale 
scene. The scanning background was the 9th pier of a concrete-filled steel tubular arch 
bridge, using the Leica Scan Station P50 scanner. The scanning resolution was set at 
3.1 mm@10 m, and the densification resolution was 1.6 mm@10 m. The scanning dis-
tance covered was 270 m, with two scanning stations, and each station required 14 min 
and 36  s. The target was positioned at a distance of 50 m from the scanner. The total 
station used was the Leica Nova TS60, with a prism precision of 0.6 + 1 ppm and a non-
prism measurement precision of 2 mm + 2 ppm. The coordinate system employed was 
based on the construction control network of the CFST arch bridge. The target was posi-
tioned at a distance of 80 m from the total station. The layout of the experimental scene 
is illustrated in Fig. 6.

Target recognition precision result

Coordinate conversion precision result

During the relative coordinate transformation to world coordinates, when the lengths of 
line segments between two points are not consistent, forced displacement and rotation 
occur in the coordinate transformation. This forced displacement and rotation result 
in transformation errors and registration errors, which linearly amplify with increasing 
distance. In this study, Leica TS60 total station was used to measure the target center 
and the identified target center for coordinate transformation, and the precision of the 
transformation and registration was analyzed. The measurement results are presented in 
Table 3.

Alignment precision result

In bridge engineering, point cloud data registration between multiple stations is com-
monly achieved through methods such as plane target registration, spherical target 
registration, iterative registration using feature planes, and ICP (iterative closest point) 
algorithm registration (a reference to literature). In this case, the target mentioned above 
was used for two-station point cloud data registration, and a comparative analysis was 
conducted with other methods. The pre- and post-registration point cloud poses can be 
seen in Figs. 7 and 8, respectively.

Fig. 6 Test site layout scene
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Discussion
According to the comparison table in Tables  4 and 5, which compares the param-
eters of the proposed algorithm, the algorithm from Fu YJ, and the centroid method 
for target recognition, it can be observed that in comparison to the centroid method, 
the proposed algorithm exhibits a maximum positional difference of 0.6  mm in the 
coordinate components and an average absolute difference of 0.4 mm in the coordi-
nate components. The errors are within the sub-millimeter range. These errors are 
attributed to the presence of highly reflective stickers on the center of the target, 
which cause point cloud drift near the center and affect the precision of the centroid 
method. In comparison to the algorithm in Fu YJ’s, the proposed algorithm shows a 
maximum positional difference of 0.1 mm in the coordinate components and an aver-
age absolute difference of 0.1 mm in the coordinate components. The coordinates of 
the target center are nearly identical, indicating that the proposed algorithm achieves 
a comparable level of precision to that of the referenced algorithm.

When comparing the four sets of point cloud data containing initial defects, the 
precision of the centroid method significantly decreases with an increase in the une-
venly distributed defects. For instance, when two-thirds of the target is occluded, the 
positional differences in the coordinate components using the centroid method are 

Table 3 Total station and scanner measurement results

Leica Nova TS60 measurements Algorithm of this paper

Target number x(m) y(m) z(m) x(m) y(m) z(m)

1 95,866.7223  − 12.6926 492.6047  − 2.1633 46.6642  − 0.2360

2 95,886.2099  − 3.3242 495.1441  − 22.0447 55.1666 2.3041

3 95,866.6934 16.3879 492.6237  − 24.0349 27.4989  − 0.2163

Fig. 7 Pre-registration attitude
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11.1  mm, 34.4  mm, and 55.9  mm, respectively. In contrast, the proposed algorithm 
yields positional differences in the coordinate components of 0.3  mm, − 0.6  mm, 
and − 0.6  mm, while the algorithm in Fu YJ’s yields positional differences of 
0.1 mm, − 0.7 mm, and − 0.8 mm. These errors are within the sub-millimeter range. 
It can be concluded that the proposed algorithm can effectively adapt to sudden sit-
uations such as occlusions and target defects in the field, demonstrating its strong 
applicability.

Based on Table 6, which shows the coordinate transformation results and the coor-
dinate differences, it can be observed that the maximum point-wise difference in 
coordinate components after the transformation of the 50-m target is 0.2  mm. The 
absolute average coordinate component difference is 0.1  mm. By linearly amplify-
ing the displacement error based on the maximum point displacement deviation, the 
errors at distances of 100 m, 200 m, 300 m, 400 m, and 500 m are 0.4 mm, 0.8 mm, 
1.2 mm, 1.7 mm, and 2.1 mm, respectively. These dual-purpose targets are capable of 
meeting the coordinated transformation and registration requirements for kilometer-
scale bridges.

Fig. 8 Post-registration effect

Table 4 Comparison of target identification between the algorithm of this paper and Fu YJ’s

Algorithm of this paper Fu YJ ‘s Difference 
value (mm)

Number Feature x(m) y(m) z(m) x(m) y(m) z(m) �x �y �z

1 Full  − 2.1633 46.6642  − 0.2360  − 2.1632 46.6643  − 0.2361  − 0.1 0.0 0.0

Defects1/3  − 2.1633 46.6642  − 0.2361  − 2.1632 46.6642 0.2360  − 0.1 0.0 0.0

Defects2/3  − 2.1632 46.6643  − 0.2359  − 2.1633 46.6642  − 0.2360 0.1 0.1 0.1

Cover 1/3  − 2.1629 46.6634  − 0.2360  − 2.1631 46.6632  − 0.2362 0.2 0.2 0.2

Cover 2/3  − 2.1630 46.6626  − 0.2367  − 2.1632 46.6625  − 0.2369 0.2 0.1 0.2

2 Full  − 22.0447 55.1666 2.3041  − 22.0446 55.1666 2.3040  − 0.1 0.0 0.0

3 Full  − 24.0349 27.4989  − 0.2163  − 24.0349 27.4989  − 0.2163 0.0 0.0 0.0
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From the partial registration results shown in Figs. 9 and 10, it can be observed that 
on the arch plane, the precision of various methods is comparable. Both the iterative 
registration using feature planes and the ICP algorithm show high precision, with an 
RMS (root mean square) error of 1.5  mm for ICP point cloud registration. This is 
because both the iterative registration using feature planes and the ICP algorithm are 
based on the reference of the plane for iterative registration. On the steel arch ribs, 
the registration results of the plane target and the spherical target are almost iden-
tical, and their registration precision is better than that of the iterative registration 
using feature planes and the ICP algorithm. However, the feature plane iterative regis-
tration and the ICP algorithm show smaller errors on the ground of the arch rib com-
pared to the errors on the side of the arch rib. This is because the algorithm achieves 
high precision in recognizing the central coordinate parameters of the target, result-
ing in smaller forced displacements and less obvious point cloud layering after reg-
istration. The feature plane iterative registration relies on the presence of large fixed 
plane objects in the field, such as the arch in this experiment, to achieve higher preci-
sion. However, if there are no distinct feature planes, such as in the scanning of the 
north and south banks of a steel arch bridge where the overlap is only a small part of 
the curved tube at the mid-span position, the registration error will be significant. 
The ICP algorithm relies on the overlap degree and initial pose of the two-station 

Table 6 Coordinate conversion results and differences

Target 
number

x(m) y(m) z(m) �x(mm) �y(mm) �z(mm)

1 95,866.7221  − 12.6927 492.6044 0.1 0.0 0.2

2 95,886.2100  − 3.3242 495.1442  − 0.1  − 0.1  − 0.1

3 95,866.6934 16.3879 492.6238 0.0 0.0  − 0.1

Fig. 9 Steel tube arch rib registration difference
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point clouds. In bridge engineering, where scanning is typically performed in large-
scale scenes with low overlap between two stations, the ICP algorithm often fails to 
converge and exhibits large registration errors. Based on the above analysis, it can be 
concluded that the plane target can meet the registration precision requirements and 
is suitable for the fast registration of multi-station data.

Application examples

Here is one of the world’s largest double-span continuous arch bridges, with a main span 
of 2 × 405 m. It is symmetrically arranged with two spans and is also the first project in 
China to fully apply three-dimensional laser scanning and digital pre-assembly technol-
ogy. The closure of the arch bridge is the most important construction milestone, and 
for the CFST arch bridge, the closure involves both spans simultaneously. In the state of 
the large cantilever, all four arch ribs are closed simultaneously, with four main tie bars 
for each rib, totaling 16 working faces. The closure requires extremely high precision in 
terms of elevation and alignment at the end points Fig. 11.

To achieve precise closure of the main arch, three-dimensional laser scanning 
technology is used to detect the closure joint, measuring its elevation, alignment, 
and deviation. To test the measurement precision, coordinate measurements of the 

Fig. 10 Arch seat plane registration difference

Fig. 11 Scanning layout and target location schematic
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sample points are also conducted using a total station for precision verification. Due 
to size limitations, the scanning covers two lower chord tubes and the outermost 
upper chord tube of the right side of arch ribs 1 and 2. The total station is used to 
measure the sample points on the outermost upper chord tube of the right side of 
arch ribs 1 and 2, with the sample points located 10 cm away from the segment ends. 
The point cloud model of the CFST is shown in Fig. 12.

According to Table 7, which presents the measured center coordinates of the clo-
sure joint’s chord tube using the scanner, the theoretical radius of the main chord 
tube for the CFST arch bridge is 700 mm. The center distance between the left and 
right main chord tubes is 7500 mm, and the center distance between the upper and 
lower main chord tubes is 6500 mm. After conducting three-dimensional laser scan-
ning to inspect the closure joint, the average radius of the chord tube is measured to 
be 698.1 mm. The center distances between the left and right chord tubes are meas-
ured to be 7508.3  mm, 7506.1  mm, 7503.4  mm, and 7502.9  mm, while the center 
distances between the upper and lower chord tubes are measured to be 6524.6 mm, 
6522.3  mm, 6525.3  mm, and 6521.9  mm, slightly larger than the theoretical values. 
The discrepancy in measurements is attributed to the deformations caused by the 
self-weight of the segments, which is around 200 tons, and the tensions of approxi-
mately 100 tons generated during the tensioning process. These factors result in slight 
variations in the measurements. The reliable measurement precision of the three-
dimensional scanning results indirectly demonstrates the precision and reliability of 
the scanning technique.

Fig. 12 Multi-station registration point cloud of the CFST arch bridge (2 × 400 m)

Table 7 Scanner measurement of the center coordinates of the chord pipe at the end of the joint

Parts Mileage x (m) y (m) z (m) r (mm)

2# Lower left-hand string Little 96,050.1064 4.9848 576.6385 701.7

Large 96,050.8838 4.9944 576.6166 689.2

2# Lower right-hand string Little 96,050.1054 12.4932 576.6435 701.7

Large 96,050.8829 12.5005 576.6244 689.2

2# Higher right-hand string Little 96,050.1082 12.4902 583.1681 701.7

Large 96,050.8845 12.4959 583.1468 689.2

1# Lower left-hand string Little 95,645.1144 4.9945 576.6263 700.4

Large 95,645.8835 4.9987 576.6305 691.5

1# Lower right-hand string Little 95,645.1162 12.4979 576.6329 711.6

Large 95,645.8814 12.5015 576.6453 698.4

1# Higher right-hand string Little 95,645.1110 12.4962 583.1582 706.4

Large 95,645.8921 12.4996 583.1672 696.4
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According to Table 8, which provides the results of the closure joint inspection using 
the scanner and the total station, it is evident that there is a significant height difference 
in the right section of the 2nd arch rib. This is attributed to the construction sequence 
of the CFST arch bridge, where the 2nd arch rib was initially lifted. During the lifting of 
the 9th segment, only 80% of the theoretical tensioning force was applied, leaving a 20% 
reserve force to adjust the elevation of the closure joint. The theoretical length of the 
closure joint for the CFST arch bridge is 798 mm, but the measured result is 775.0 mm. 
This discrepancy can be attributed to the measurement being conducted in the after-
noon when the temperature was relatively high. The elevated temperature caused defor-
mations in the arch rib, resulting in a decrease in elevation and an increase in length. It 
was found that the maximum lateral deviation of the merging opening was 9.6 mm, and 
the maximum deviation of the height of the merging opening was 25.2 mm. The results 
showed that no additional restraining measures were needed, and the smooth jointing 
could be realized only under a suitable temperature. The pattern of the measurement 
data obtained from the total station aligns with this observation, with the maximum dis-
crepancy of 3.9 mm occurring in the elevation dimension.

Conclusions
The proposed combined total station and scanner with the corresponding planar target, 
as well as the introduced recognition, registration, and transformation algorithm, enable 
efficient and precision extraction of the target center coordinates and can handle com-
plex on-site conditions. The precision of target recognition can reach the sub-millimeter 
level. The coordinate transformation achieves high precision, with an error amplification 
of 2.1 mm at a distance of 500 m, meeting the requirements for kilometer-level bridge 
coordinate transformation precision. The alignment precision between the planar target 
and the spherical target is nearly identical and higher than that of the feature plane iter-
ative registration and ICP algorithm, satisfying the alignment precision requirements. 
This approach is suitable for the fast registration of multi-station point cloud data. Appli-
cation of the algorithm in the context of China’s large double-span steel-tube concrete 
arch bridge scenario. it was found that the maximum deviation of the radius of the main 
chord tube was 10.8 mm, the maximum deviation of the distance from the center of the 
main chord tube was 8.3 mm, the average length of the merging opening was 775.0 mm, 
the maximum lateral deviation of the merging opening was 9.6 mm, and the maximum 

Table 8 Scanner and total station merging port inspection

Arch ribs Parts Length Combination 
(mm)

Y-Off-set (mm) H-difference 
(mm)

2# Arch
rib right

Lower left 777.4 9.6 21.9

Lower right 777.5 7.3 19.1

Scanners Higher R 776.3 5.6 21.3

Total stations H-R 776.7 6.4 25.2

1# Arch
rib right

Lower left 769.2 4.1 -4.1

Lower right 765.1 3.6 -12.5

Scanners Higher-R 781.1 3.5 -9.0

Total stations H-R 776.5 5.5 -5.3
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deviation of the height of merging opening was 25.2 mm. The results showed that no 
additional restraining measures were needed, and the smooth jointing could be realized 
only under a suitable temperature. The results obtained using the Leica Nova TS60 total 
station on-site measurement are almost consistent with the proposed method, with a 
maximum verification error of 3.9 mm. This indicates that the proposed approach can 
meet the precision requirements for construction control and effectively guide on-site 
construction with high efficiency and quality.

Abbreviations
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