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Abstract 

In a recent development, attention has shifted to the application of artificial intel-
ligence for the optimization of wastewater treatment processes. This research com-
pared the performances of the machine learning (ML) model: random forest, deci-
sion tree, support vector machine, artificial neural network, convolutional neural 
network, long-short term memory, and multiple linear regressors for optimization 
in effluent treatment. The training, testing, and validation datasets were obtained 
via the design of an experiment conducted on the removal of total dissolved solids 
(TDS) from pharmaceutical effluent. The breadfruit-activated carbon (BFAC) adsorbent 
was characterized using scanning electron microscopy and X-ray diffraction tech-
niques. The predictive capacity of an ML algorithm, and neural network architecture 
implemented to optimize the treatment process using statistical metrics. The results 
showed that MSE ≤ 1.68, MAE ≤ 0.95, and predicted-R2 ≥ 0.9035 were recorded across all 
ML. The ML output with minimum error functions that satisfied the criterion for clean 
discharge was adopted. The predicted optimum conditions correspond to BFAC dos-
age, contact time, particle size, and pH of 2.5 mg/L, 10 min, 0.60 mm, and 6, respec-
tively. The optimum transcends to a reduction in TDS concentration from 450 mg/L 
to a residual ≤ 40 mg/L and corresponds to 90% removal efficiency, indicating ± 1.01 
standard deviation from the actual observation practicable. The findings established 
the ML model outperformed the neural network architecture and affirmed valida-
tion for the optimization of the adsorption treatment in the pharmaceutical effluent 
domain. Results demonstrated the reliability of the selected ML algorithm and the 
feasibility of BFAC for use in broad-scale effluent treatment.
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Graphical Abstract

Introduction
The wake of the COVID-19 pandemic has seen a wide range of improvements and 
development leading to the production of vaccines and drugs for health care, sani-
tizing materials, and veterinary chemicals amongst other biological compounds with 
the need to maintain global health demands. Pharmaceutical and drug manufacturing 
industry wastewater is not just one of the main causes of irreversible damage to the 
environmental balances [1] but also serves as contributing source to the depletion of 
freshwater reserves and groundwater across the globe. The presence of a high concen-
tration of TDS in pharmaceutical effluent discharge is toxic to aquatic life and causes 
digestive disorders and cancer in humans amongst other aesthetic problems [2]. High 
levels of total dissolved solids (TDS) over a long period in high concentrations will 
expose the body to chemicals that can cause chronic health conditions like kidney 
and liver infections and even cancer [3, 4]. Groundwater can become saline on con-
tamination with high TDS concentration and may become problematic to agriculture 
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and irrigation [2, 5]. Consequently, TDS content in pharmaceutical wastewater must 
be properly reduced to acceptable levels in the industrial effluent before its discharge 
into the water bodies [4]. The adsorption process has been considered an effective 
method for the removal of TDS from pharmaceutical effluent to guarantee environ-
mental sustainability [6].

The applicability of activated carbon derived from breadfruit shells for TDS removal 
from wastewater has been reported in the literature [7]. However, the wastewater treat-
ment process must be optimized to ascertain the cost economics, dosage consumption, 
and feasibility of the treatment process [6, 8–10]. The application of artificial intelligence 
which cuts across frequently used ML algorithms and neural network architectures 
including support vector machine (SVM), random forest (RF), decision tree (DT), and 
multiple linear regression (MLR) has been reported in previous works of literature [6]. 
The ANN and RF model has been frequently applied in the remediation of water [9, 10]. 
The effective application of the long short-term memory (LSTM) network has also been 
reported as effective in optimizing the water treatment process [8]. The SVM have be 
reported to record 99.4% prediction accuracy following the treatment of effluent waste-
water [10, 11]. However, the integrations of deep learning architectures such as long 
short-term memory networks (LSTN), convolutional neural networks (CNN), and deci-
sion trees (DT) for optimizing the removal of TDS in wastewater treatment operations 
are limited in literature [6, 11]. The reliability of the ML algorithm and neural network 
architecture for predicting residual TDS in pharmaceutical effluent is not fully explored, 
although the current trend in adsorption treatment is driven towards the application of 
low-cost biomass produced for adsorption processes. The selectivity of activated carbon 
derived from breadfruit husk has been explored, and detailed ML model comparison, 
selection, and application involving choice ML algorithm and neural network architec-
ture where breadfruit sorbent is the adsorbent are yet to be investigated. We have previ-
ously examined the performance of the RSM approach in modeling and optimizing the 
removal of TDS from pharmaceutical effluent reported in the literature [7]. There were 
a few advantages of the RSM in the prediction of the treatment processes taking into 
consideration the cost-economics of managing optimization solutions with limited data-
sets compared to the ML model employed in this study. Previous findings established 
that the RSM approach predicts optimal that create a better understanding of the effect 
of independent factors on the response [7, 12, 13]. The methodology was simpler in 
approach [13, 14], requiring less computation power [13, 14], and model performances 
were largely dependent on the level of control administered in the design space [12, 14]. 
Another advantage we explored for the RSM can accommodate fewer input parameters 
than ML.

Consequently, the current research investigated the prediction capacities of RF, DT, 
MLR, SVM, ANN, CNN, and LSTM for the optimization of pharmaceutical and drug 
manufacturing industrial effluent treatment process. The output of the ML algorithm 
and neural network architecture was designed to minimize the residual TDS concen-
tration and determine optimum operating conditions following the effluent treatment 
process. The objective of employing the ML algorithm and neural network architecture 
is to compare the performances of the various AI model predictions of the optimum 
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conditions and to identify the most suitable approach to optimization of the effluent 
treatment process.

In this work, the pharmaceutical and drug manufacturing industrial effluent charac-
teristics were determined following ASTM standards. The BFAC used for the treatment 
of the effluent was characterized using FTIR, SEM, and XRD techniques. The adsorptive 
uptake of TDS onto BFAC was monitored via batch-scale experimentation to obtain the 
research data stored in a repository for the ML optimization procedures. The reliability 
of the AI models was validated following response surface methodology (RSM), and the 
outputs were compared based on statistical error functions and following established 
standards for effluent discharge. By leveraging the power of the selected ML model, we 
aimed to enhance our understanding of the predictive capacities of the ML algorithm 
and neural network architecture in this domain. The findings will provide information 
on the feasibility of the biochar on specific contaminant removal and provide direction 
for further research on the application of the selected ML models for optimization of 
pilot and industrial scale pharmaceutical effluent water treatment processes.

Methods
Field sampling

In this research experiment, the pharmaceutical and drug manufacturing industrial 
effluent sample was collected from outlet drain of an industrial facility located at Awka, 
southeastern Nigeria. The sample was preserved and characterized following ASTM 
standards for water examination. The wastewater sampling and analysis were carried out 
to determine its initial properties before formal analysis for datasets was obtained via 
batch mode adsorption design of experiment. Adsorption experiments were carried out 
on treatment of fresh industrial effluent sample using locally developed green biochar. 
The procedures involve sample collection, batch mode treatment of sample, data collec-
tion, data training and testing, ML prediction and reliability, optimization, and valida-
tion analysis. All reagents used were of analytical grade and complied with the guidelines 
recommended by the Department of Chemical Engineering, Nnamdi Azikiwe University 
Awka, Nigeria [15].

The African breadfruit (Treculia africana) samples used for the preparation of acti-
vated carbon were obtained from local farmers in Agwuaka in Anambra State, Nigeria. 
The samples of breadfruit husks were separated from the fruit and dried in an oven set 
at 80 °C until a constant mass was recorded. The dried husks were pyrolyzed in earth-
enware and placed inside a furnace set at a temperature of 300–600 °C. The carboniza-
tion process was monitored for 2-h holding time; the sample was allowed to cool. The 
corresponding weights before and after the pyrolysis were recorded to determine the 
weight loss. The pulverized samples were crushed into powdered form using a mechani-
cal grinder to increase their surface area. The sample was soaked in a 60 wt% solu-
tion of H2SO4 in a ratio of 1:1. The impregnated sample was left at room temperature 
for 24  h. After impregnation, the excess solution was filtered off, and the sample was 
allowed to stabilize by washing with distilled water until the pH reached approximately 
7. After stabilization, the samples were dried in the oven at a temperature of 100 °C for 
2 h and allowed to cool at room temperature and stored in a desiccator. A 40% yield of 
the initial mass was obtained before the sieved sample was passed through screens to 



Page 5 of 21Ovuoraye et al. Journal of Engineering and Applied Science          (2023) 70:138 	

retain varying fractions of particle sizes from 0.3 to 0.15 mm used for the experiment. 
The functional characteristics of the BFAC produced and used for the treatments of the 
pharmaceutical wastewater were determined by FTIR using diffuse reflectance infrared 
Fourier transform spectrometer (DRIFT, PerkinElmer, model Spectrum One, USA). The 
SEM examination and XRD analysis were also performed on the BFAC to determine 
surface morphology and physiochemical constituents present in the biochar. The sum-
mary of the experimental procedure which is illustrated in Fig. 1 shows the schematic 
illustration for the experimental and data train-test methodology.

Data collection procedure

To obtain data samples for experimental ML training, testing, and validation, batch 
mode adsorption experimentation on the industrial effluent sample using the breadfruit 
activated carbon (BFAC) developed. The breadfruit was activated to increase surface 
area and pyrolyzed in an oven. The biomass was impregnated using 2 M Conc. H2SO4 
and thoroughly screened to obtain varying particle sizes (0.15–1.0 mm) to be used for 
the treatment of pharmaceutical effluent. Scanning electron microscopy (SEM) was 
done using a scanning electron probe micro analyzer (model Jeol-JXA 840A, Japan), and 
X-ray diffraction analysis (XRD) on the BFAC sample was done using a diffraction ana-
lyzer (XPERT). Fourier-transform infrared spectroscopy (FT-IR) of the adsorbent was 
done using diffuse reflectance infrared Fourier transform spectrometer (DRIFT, Perki-
nElmer, model Spectrum One, USA), in the range of 400–4000 cm−1 to determine the 
functional groups present in the BFAC.

The experiment carried out was conducted at varying effects of pH, BFAC dosage, 
contact time, and particle sizes of the adsorbent for the adsorption treatments of the 
pharmaceutical wastewater. The adsorption experiments were conducted in batch mode 
using dosage (0.5–1.5 mg/L). The initial and residual TDS concentrations in the water 
medium were analyzed at varying contact times (10–60 min) using a UV–visible record-
ing spectrophotometer (Shimadzu Model, CE-1021-UK). The pH (4–10) of the solution 
was measured using a MIT65 pH meter. The water samples were introduced into five 
different tubes fitted with cottonwool at one end to prevent adsorbent leakage and to 
aid in easy recovery of the spent adsorbent. The adsorption treatment in the column 
was monitored at pH 4–10, and the filtrates were collected into separate conical flasks 
at the burette point of discharge. The treated samples from each column outlet were 

Fig. 1  Schematic illustration of the synthesis of the breadfruit activated carbon (BFAC) adsorbent
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analyzed for absorbance using the photoelectric colorimeter, and pH was measured 
using a pH meter. The procedure was monitored at varying contact times of 10, 20, 30, 
40, and 50 min. The procedure was repeated for other particle sizes (0.5, 1.0, 1.5, 2.0, and 
2.5 mm). The pH was varied from 4 to 10. The resulting changes in TDS concentration 
data were recorded for various particle sizes, pH, dosage, and contact time in the form 
of a CCD matrix. The data obtained were stored in a repository for screening, cleaning, 
training, and testing following the implementation of a machine learning algorithm and 
artificial neural network architecture used for modeling and optimization of the treat-
ment process Fig. 2.

Development of machine learning algorithm and neural network architecture

In this research work, the data sampling consisted of a set of 625 experimental runs 
obtained from the design of the experiment conducted following the adsorption treat-
ment procedure described in the “Data collection procedure” section. The optimization 
setup involves the utilization of various ML models and neural network which includes 
the following: random forest model (RF), support vector machine (SVM), multiple linear 
regression (MLR), decision tree model (DTM), artificial neural network (ANN), convo-
lutional neural network (CNN), and long short-term memory (LSTM) network, respec-
tively. These models were selected following their proven effectiveness in capturing 
complex patterns [2, 6, 8], and their relationship with capture data underreported in the 
literature [2, 5, 9, 16]. The optimization setup experiment began with identifying candi-
date variants, imported libraries and modules for nonlinear regression, ML algorithm, 
and neural network architecture using the skicit-learn library and kernel with Python 
program [10]. The Python code for the machine learning was executed using a 64-bit 
system requiring a Core i5 processor with 8 GB of RAM. The data matrix was loaded 
from the repository file, followed by the sequence of sorting and splitting of data into 
subsets (testing and training sets). The subsets were employed separately for training ML 
and for testing the model predictions, whereby several rounds of cross-validation of the 
dataset will be employed. This approach will minimize overfit and ensure the selected 
model generalizes the datasets rather than memorizing the data. A grid search method 
was employed to execute the ML optimization taking the factors (pH, particle size, dos-
age, and contact time) from the treatment process as inputs, with the set objectives to 
minimize the response (residual TDS concentration in the effluent), and to predict the 
optimum operating conditions as response parameter outputs. The performance output 
of each ML model and neural network was compared by employing the criterion of min-
imal error functions (MSE, MAE, RMSE, and MAD) determined through a grid search. 
This research protocol is based on the significance of the selected model validation with 
the output from the RSM validation matrix using a nonlinear design space and statistical 
evaluation metrics (standard deviation and predicted R2). This approach will also guar-
antee a new dataset that will be used to quantify the selected ML performance accuracy 
and degree of precision and identify areas for model improvement.

Response surface design of experiment on validation dataset

Response surface methodology (RSM) is an established statistical optimization method-
ology in experimental design [12, 13]. It is necessary to validate the predictive capacity of 
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the selected ML algorithm to ascertain for reliability and dynamics of the selected model 
for this domain. We believe it is necessary to monitor and update the selected ML for 
consistency and reliability as new datasets become available. In this research, the new 
validation data sets used to test the reliability of the selected ML algorithm were based 
on the central composite design (CCD) of the RSM. Bearing in mind the running cost 
of experimentation, the CCD was developed based on 20 experimental runs conducted 

Fig. 2  Sequence of workflow of the experimental methodology and the machine learning (ML) optimization 
process
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at pH (6–8) which satisfied the criterion for industrial effluent discharge [9], at vary-
ing particle size (0.5–2.5), time (10–50  min), and adsorbent dosage (0.5–1.0  mg/L) to 
minimize operation cost. The CCD space is expressed in terms of the actual values of 
the experimental factor under investigation as input. Table 1 shows the CCD validation 
matrix in terms of actual values. The validation set obtained from the ML algorithm will 
be compared with the predicted outputs from the RSM, and the finding will be used 
to attest to the reliability of the ML and subsequent interpretation of the optimization 
of the BFAC-driven adsorption treatment of pharmaceutical and drug manufacturing 
industrial effluent.

Results and discussion
Physiochemical composition of the industrial effluent

The physiochemical characteristic results of the pharmaceutical and drug manufactur-
ing industry effluent are presented in Table  2. The characterization result shows that 
at an initial temperature of 27.1, the effluent appears brownish with a total solid (TS) 
concentration of 1100  mg/L. This characteristic is an indication of the likely presence 
of fluorescence and colored dissolved organic matter in the effluent. The high volume of 
TS confirms a strong presence of TDS (220 mg/L) and suspended solids (TSS) amount-
ing to 880  mg/L in the industrial effluent. The concentrations of TSS > 30  mg/L and 
TDS > 50 mg/L are obvious indications that the contaminant levels do not satisfy the cri-
teria for clean discharge [13]. However, further investigation into the chemical oxygen 
demand (COD) and biological oxygen demand (BOD) content of the industrial effluent 
indicates concentrations corresponding to 26.5  mg/L and 10  mg/L, respectively. The 

Table 1  Experimental design variables in terms of actual and coded variables

Factor Name Units Coded low Coded high Mean Std. dev

A Contact time Minutes  − 1 ↔ 10.00  + 1 ↔ 50.00 28.10 17.78

B Dosage mg/L  − 1 ↔ 0.50  + 1 ↔ 2.50 1.50 0.8263

C pH -  − 1 ↔ 6.00  + 1 ↔ 8.00 7.00 1.67

D Particle size mm  − 1 ↔ 0.15  + 1 ↔ 1.00 0.5386 0.3634

Table 2  Pharmaceutical and drug manufacturing industrial effluent characteristics

Parameter Unit Method of determination Measured value

pH APHA 4500-H (APHA 1992) 4.92

Temperature APHA 2550-A (APHA 1992) 27.1

Appearance - – Brownish

Biochemical oxygen demand (BOD) mg/L APHA 5210-B (APHA 1992) 26.7

Chemical oxygen demand (COD) mg/L APHA 5220-D (APHA 1998) 10

Biodegradability index (BI) - - 2.56

Total solids (TS) mg/L APHA 2540 B (APHA 1998) 1100

Total suspended solids (TSS) mg/L APHA 2540 D (APHA 1998) 650

TDS mg/L APHA 2540 C (APHA 1998) 450

Electrical conductivity (EC) µS/cm APHA, 2510B (APHA 1998) 0.294

Nitrates mg/L APHA 4110B (APHA 1992) 50

Total iron mg/L APHA 3112B (APHA 1995) 1.49
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measured values of the BOD-COD ratio yield a biodegradability index of 2.65 and con-
firmed the presence of a low amount of organic matter. This outcome proved that BOD/
COD ratio is > 0.1, suggesting that the degree of biodegradation of the industrial efflu-
ent is only compromised [10, 16] and relatively insufficient to ensure stability. It can be 
concluded from the characterization result that the industrial effluent requires further 
treatment to drive suspended and dissolved solids to stability, rendering the colored dis-
solved organic matter susceptible to biological oxidation.

Characterization of the BFAC

The SEM image, IR spectroscopy, and X-ray diffraction results that describe the active 
sites and sorption potentials of the BFAC are shown in Fig. 3a–c. The characteristics of 
the BFAC prepared showed strong morphological and surface properties well adapted 
for the sorption of contaminants. The SEM image in 3a Fig. 3 shows a high surface with 
active sites and irregular surfaces with a network of pores well configured for the sorp-
tion of dissolved organics from the effluent medium [7, 14]. The SEM image at 500 
magnifications shows irregular and heterogeneous surface morphology and complex 
network of pores. The FTIR characteristics in 3b of Fig. 3 also confirmed the presence of 
Si–O and Si-X at IR peaks 913.32 cm−1, 1878.73 cm−1, and 2351.50 cm−1 confirming the 
presence of quartz with C–H and O–H stretching [7] in the activated carbon structure 
of the biochar produced. Si–O, O–H, Si–O–Si, and S–O–X groups resulting from acid 
activation. The XRD in 3c in Fig.  3 shows diffraction scattering and interfacial planes 
at values of 2Theta between 20.8 and 68.2°. Peaks at 2θ = 20.8°, 26.6°, 42.4°, 50.1°, 59.9°, 
and 68.2° at 1.22 ≤ d-spacing [Å] ≤ 4.0. The findings confirm the presence of silicates and 
metallic constituents well structure to attract negative charge ions and dissolved organic 
matter from the effluent medium. Interspatial planes between atomic lattices with vary-
ing peaks showed least presence of quartz and silicate mineral, and metal-halogen bond 
characterizes the morphology of BFAC.

Machine learning validation statistics and evaluation metrics

Table  3 shows the summary of the selected model validation metrics and statistical 
error function recorded across the ML algorithm in terms of the predicted R2, RMSE, 
MSE, MAD, and MAE. The MSE and MSE functions are a measure to differentiate 
the performances of the ML algorithm and the neural network architecture. Although 
both metrics are easy to interpret, they are both sensitive to outliers. The evaluation 
result in terms of mean-squared-error metrics shows that the ML models and neural 
networks yielded MSE output across all ML and supervised learning models follow-
ing the order RF (1.03), DT (1.06), MLR (1.15), SVM (1.16), ANN (1.27), LSTM (1.29), 
and CNN (1.68). The result proved that minimum MSE was recorded across all mod-
els. Lower MSE is considered good; in this case, the ML predictions at MSE prob-
ably violated probability and assumptions of the interpretation of the optimal output. 
The higher MSE outputs ≥ 1.27 recorded for the ANN, LSTM, and CNN indicating a 
lower adequacy of prediction were associated with the neural network models prob-
ably due to noise interference [10, 14]. The RF model’s predictions were more precise 
than the ANN, CNN, and LSTM suggesting that the neural network architectures fail 
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to account for more important predictive features [8, 10, 14]. This was likely due to 
the computational complexity features and characteristics associated with neural net-
work architecture compared to the simpler ML models [6, 17].

Fig. 3  Characterization results of breadfruit activated carbon adsorbent (BFAC) showing a SEM image, b FTIR 
spectroscopy, and c XRD profile of the adsorbent
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MSE output: RF > DT > MLR > SVM > ANN > LSTM > CNN

However, the prediction performance of the ML and neural network in terms of the 
RMSE outputs which showed the respective values of RF (1.01), DT (1.03), SVM (1.07), 
MLR (1.08), ANN (1.12), LSTM (1.14), and CNN (1.20) was recorded. The output con-
firmed an RMSE ≤ 1.20 across all models under investigation The result proved that the 
RF yielded the least RMSE output, while the highest RMSE was recorded with the CNN. 
The lower RMSE performance of the RF model to a collection of bootstrapping aggrega-
tion of multiple trees fits the data with lower variance compared to the single decision 
tree. The inferior error metrics of the neural network architectures were probably due 
to the complex interconnected nodes used to learn the pattern [14, 17] and capture the 
nonlinear relationship that might be neglected compared to the RF, DT, and other sim-
pler models [5, 10]. The comparative analysis of the error functions across all models and 
network established that the order of significance of the optimization and interpretation 
of the adsorptive uptake of TDS from the industrial effluent is as follows:

RMSE output: RF > DT > SVM > MLR > ANN > LSTM > CNN

Although MAE is usually less sensitive to outliers, the evaluation metric will help treat 
the associated error outcome linearly [10, 18], while the MAD metric will function as 
a robust measure of the variability of the ML predictions taking into consideration the 
extreme values of the observed dataset [17, 18]. The respective MAE values recorded 
across the outputs of the ML algorithm and neural network architecture correspond 
to RF (0.76), DT (0.77), ANN (0.78), MLR (0.81), SVM (0.82), CNN (0.91), and LSTM 
(0.94). The output confirmed MAE function ≤ 0.94, was recorded for the ML interpreta-
tion of the sorption process. The MAE values across all models are > 0 suggesting that 
overfit is minimal to noise ratio [17, 19]. A higher MAE output associated with the RF 
outputs indicates that the prediction and modeled assumptions are significant and well-
suited for the optimization analysis compared to other ML models. The highest value 
of MAE recorded for the LSTM network which indicates a lesser prediction accuracy is 
associated with the modeled modified neural network. This outcome suggests the LSTM 
output deviates slightly from the actual observation.

MAE output: RF > DT > ANN > MLR > SVM > CNN > LSTM

The performance evaluation of the ML models in terms of mean average deviation 
(MAD) outputs of the ML algorithm corresponds to RF (0.76), DT (0.77), ANN (0.79), 

Table 3  Machine learning and deep learning model fit error statistical and evaluation metrics

SVM MLR RFM DTM ANN CNN LSTM

MAE 0.8084 0.8080 0.7601 0.7692 0.7957 0.9142 0.9373

MSE 1.1612 1.1519 1.0272 1.0616 1.2732 1.6813 1.2905

RMSE 1.0776 1.0733 1.0135 1.0303 1.1283 1.2966 1.1360

Predicted R2 0.9401 0.9406 0.9411 0.9391 0.9269 0.9035 0.9335

Mean ave 0.8084 0.8080 0.7601 0.7692 0.7952 0.9243 0.9448

Std. dev 1.0776 1.0733 1.0109 1.0286 1.1181 1.3086 1.0596
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MLR (0.81), SVM (0.81), CNN (0.92), and LSTM (0.94), respectively. The higher MAD 
output is an indication that modeled output from the ML deviates from the actual obser-
vation practicable. In this case, the RF yielded the least MAD error function suggest-
ing the model is well suited for the optimization of the effluent treatment process. The 
representativeness of the level of importance of every input dataset via its many trees 
contributed to the better performance of the RF model compared to other ML and the 
neural network. The performance evaluation of the ML follows the order:

MAD output: RF > DT > ANN > MLR > SVM > CNN > LSTM

It can be observed from the outline of the validation plots in Fig. 4 a–g that the RF, DT, 
ANN, MLR, SVM, CNN, and LSTM yielded predicted R2 corresponding to 0.9411. 
0.9405, 0.9401, 0.9391, 0.9335, 0.9269, and 0.9035. This output confirmed the values of 
predicted R2 in the range of 0.9035 ≤ R2 ≤ 0.9411 which was consistent across the ML 
models and the neural network architectures under investigation. This outcome sug-
gests the outputs from the ML models, and neural networks are well correlated with the 
observed data [20]. The highest R2 (0.9411) was recorded for the random forest (RF), and 
the lowest correlation value of 0.9035 was recorded for the CNN. The findings estab-
lished in the predicted R2 across all ML is closest unit, suggesting the model assumptions 
are reliable [10, 20], and the predicted point is well correlated with the actual observa-
tion that is practicable. This outcome is well illustrated by the orientation of scattered 
points of the predicted around the regression line as illustrated in 4c in Fig. 4. The levels 
of significance of the ML models in terms of predicted r-squared follow the order:

Predicted‑R2: RF > DT > ANN > MLR > SVM > CNN > LSTM

The standard deviation (Std dev) outputs across the ML statistical metrics will help 
check the variability of the observations and measure the extent the predicted output 
deviates from the mean. The standard deviation of the ML will also cross-check sen-
sitivity to outliers and the normality of the distribution. The Std dev evaluation met-
rics across the ML transcends to RF (1.01), DT (1.02), LSTM (1.06), MLR (1.07), SVM 
(1.08), ANN (1.12), and CNN (1.31), respectively. The lower values of standard deviation 
approximately ≤ 1.0 were recorded for the DT, and RF suggesting their predicted outputs 
are well clustered around the mean value of the observation [10, 17]. Higher Std dev out-
puts across other ML indicate predicted points are spread out from the observed values 
from the experimentation [20].

Overall, the ML model with minimal error functions is considered a good and more 
precise prediction. This outcome was largely due to the efficiency associated with non-
linear regression models concerning limited and smaller datasets in size [18, 21]. It can 
also be concluded from the analysis of the error function that amongst the evaluated ML 
models and neural network, the RF model revealed the least error evaluation functions, 
closely followed by the DT and then ANN. This outcome suggests that the RF and DT 
models produced the most significant assumptions with the highest predictive efficiency. 
In terms of the evaluation of the statistical metrics and error function outputs across all 
ML, the RF stood out from the DT, ANN, CNN, MLR, SVM, and LSTM networks.

The research findings proved that, despite the demerit of a higher training time 
required of the RF and DT models, their evaluation outputs confirmed both models 
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handle the categoric and numerical datasets efficiently, suggesting the ML algorithm 
is well-tuned to minimize overfitting. Although metrics of the ANN, MLR, and 
SVM model were varying at ≤  ± 0.5 from the actual observation, the results estab-
lished that the performance of the ANN was limited to the availability of sufficient 
data size to suit its good generalization power and flexibility to outliers [14, 17]. The 

Fig. 4  Plots showing actual observation versus predicted outputs for a RF model, b SVM, c ANN d MLR, e 
LSTM, f CNN, and g DT model
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slight variation of the standard deviation from the MLR and SVM suggests a nonlin-
ear relationship across the categoric and numerical data. Consequently, we reasoned 
that the dynamics of the SVM and MLR were requiring a higher-dimensional space. 
The performance of the MLR was prone to multicollinearity [10], thereby limiting its 
flexibility. Despite the merits of capturing spatial hierarchies and abilities to extract 
meaningful features, the inferior performance of the CNN and LSTM network com-
pared to the DT and RF was possibly due to the high sensitivity of the neural net-
work architecture to outliers in contrast to the more robust ML algorithm in for this 
domain [10, 17]. The neural network architecture encountered difficulties in inter-
pretability and understanding the learned features. The LSTM recorded the lowest 
performance significantly due to limited data size to match its higher computational 
complexity for proper learning and variable-length sequences [6, 8]. In summary, RF 
and DT models have performed better overall with the most accuracy and consist-
ency. Proceeding, prediction outputs of the RF and DT algorithms were subsequently 
adopted for the optimization modeling, while other model assumptions and the prob-
ability of the neural network architectures were ignored [20].

Optimization solution of the effluent treatment process

It is difficult to ascertain whether the selected model will be making random predictions 
or incorrect metrics that can lead to unreliable optimization outputs. Considering the 
good overall performance metrics of the selected RF and DT models, it is imperative to 
attest to the reliability of the selected ML algorithm for consistency of prediction output 
using a new testing dataset after training with previously available datasets. The RSM via 
CCD design matrix spanning 20 experimental runs was applied to validate the reliability 
of the selected ML algorithm. The design matrix was drafted into the selected ML algo-
rithm for the computation of the optimum objectives.

The analysis of variance (ANOVA) report presented in Table 4 confirmed the output 
of the RSM (predicted R2 = 0.9876, MAD = 1.09, MAE = 0.00437, and Std dev =  ± 0.54) 
obtained from the CCD. The result confirmed that the RF model yielded relatively lower 
error functions and statistical values compared to the DT. The comparative optimization 

Table 4  ANOVA of response surface design of the treatment process

Source Sum of squares df Mean square F-value p-value

Model 1201.42 8 150.18 44.62  < 0.0001 Significant

A—Contact time 142.96 1 142.96 42.48  < 0.0001

B—Dosage 100.39 1 100.39 29.83 0.0001

C—pH 1.33 1 1.33 0.3946 0.5416

D—Particle size 21.82 1 21.82 6.48 0.0256

AB 11.92 1 11.92 3.54 0.0844

AC 49.29 1 49.29 14.64 0.0024

BC 40.40 1 40.40 12.00 0.0047

A2 53.28 1 53.28 15.83 0.0018

Residual 40.39 12 3.37

Lack of fit 15.89 9 1.77 0.2162 0.9680 Not significant

Pure error 24.50 3 8.17

Cor. total 1241.81 20
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statistical output recorded for the selected ML shows that the DT (R2 = 0.5000, 
MAD = 2.71, Std dev =  ± 3.58) and RF (R2 = 0.8025, MAD = 1.10, and Std dev =  ± 2.50) 
were recorded for the ML algorithm. This output indicated that the predictive results 
from the machine learning algorithm with low adequacy of precision due to noise, indi-
cating the ML algorithm, were associated with low stability [6, 10]. It can be concluded 
that while the RF outperformed the DT model, the RSM yield better model statistical 
metrics. The variation in the statistical metrics of the ML and the RSM confirmed that 
the smaller sizes of the RSM validation datasets (20 runs) had a direct bearing on the 
overall inferior performances of the ML algorithm. The reliability statistics provide the 
need for an increased CCD design space with possible replication to accommodate a 
minimum of 75 test samples to suit the complexity of the ML domain. The findings con-
firmed that the smaller data size increases the degree of error functions, the chance of 
model overfits, and the sensitivity to outliers associated with the complexity of the ML 
algorithm. The disparity between the RSM and ML models is evident. The results estab-
lished that the RF yielded outputs with good adequacy of precision, resulting in minimal 
errors and better validation output than the DT. The predictive outcome from the RSM 
confirmed that the ML model assumptions and probabilities were compromised. The 
RSM produced better adequacy of the signal-to-noise ratio [10, 17, 19], with the lesser 
model constraint [14, 21].

The predicted optimum operating conditions based on the correlations of the mini-
mal residual concentrations output that defines the BFAC-driven adsorption treat-
ment of the pharmaceutical industry effluent are represented in bold text as shown in 
Table  5. The performance optimization output across the ML algorithm established 
that the predicted optimum operating conditions for minimizing the residual TDS con-
centration following the BFAC-driven sorption treatment of the industrial effluent cor-
respond to particle sizes (0.6 mm), pH (6), contact time of 10 min, and required dosage 
of 2.5 mg/L. For the RF model, the predicted optimum output translates to ≤ 40 mg/L 
residual TDS concentration present in the effluent after treatment and corresponds to 
90% TDS removal efficiency. When compared to the RSM, the DT model output trans-
lates to a predicted residual TDS concentration ≥ 41 mg/L under the optimum condi-
tions and corresponds to less than 90% removal. However, the RSM result showed that 
at similar optimum conditions, the optimal result transcends to a residual TDS con-
centration ≤ 38 mg/L which is confirmed by the flag point on the 3D surface plot in 5b 
and c of Fig. 5. This outcome corresponds to the predicted TDS removal efficiency of 
91% and transcends to a standard deviation of ± 0.54 from the actual observation prac-
ticable. The predicted versus actual plot in 5a in Fig. 5 confirmed the output validation 
metrics correspond to adjusted R2 (0.9836) with an adequacy of precision and model-
f-value of 44.64, and a p-value of 0.0001 which confirmed that the modeled output was 
significant [11, 12, 14].

In summary, the predicted outputs from the ML algorithm were significant at a stand-
ard deviation output ≤  ± 2.05 from the actual values. Although both ML and RSM 
predicted similar optimum conditions to minimize the residual concentration of TDS 
present in the water after treatment, the RSM yielded the most significant statistical out-
put at standard deviation output of ± 0.54 from the actual value practicable. The out-
come indicates a ≤ 1% difference from the outputs from the ML algorithm. The finding 
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from the RSM output confirmed that the BFAC-driven adsorption variables such as 
BFAC dosage and particle size have a significant antagonistic effect on the efficiency of 
the treatment process at p-values ≤ 0.005, while the pH at a p-value of 0.5416 does not 
significantly impact on the BFAC-driven sorption of TDS from the industrial effluent.

The RSM result (Table 4) also established that the contact time and pH of the solution 
(A × C), BFAC dosage, and contact time (B × C) in the combined system have a signifi-
cant synergetic effect on the removal of TDS from the pharmaceutical and drug manu-
facturing effluent treatment process at the p-values of 0.0024 and 0.0047, respectively. 
These p-values are less than 0.05 and confirmed the selected model terms following the 
CCD have a significant effect on the performance of the treatment process [11, 12]. The 
synergetic effect of these variables is illustrated by the 3D surfaces presented in 5 c–d in 
Fig. 5. The synergetic effect of BFAC dosage and contact time is illustrated by the curva-
ture of the 3D surface of 5a in Fig. 5. The result proved that the TDS reduction reached 
its optimum at a lower contact time and at a high dosage of 2.5 mg/L, which drives the 
residual TDS concentration lower than 40 mg/L. The finding indicated that the BFAC 
sorption propensity occurred rapidly at a sufficient time of 10 min to reach equilibrium 
and becomes saturated as time increased beyond 10 min. The higher dosage suggests an 

Table 5  Predicted optimum based on the ML performance and response surface design space

ML predicted optimum, pH of 6, dosage of 2.5 mg/L, contact time of 10 min, and particle size of 0.15 mm.

RF reliability metrics, Adj-R2 = 0.8532, MSE = 2.06, RMSE = 2.7, and Std dev =  ± 1.01.

DT reliability metrics: Adj-R2 = 0.5000, MSE = 3.88, RMSE = 5.02, and Std dev. =  ± 2.05.

ML predicted efficiency = 90%, residual TDS concentration ≤ 40 mg/L, initial TDS concentration of 450 mg/L.

RSM validation metrics: Adj-R2 = 0.9585, MSE = 0.00388, RMSE = 0.00627, Std dev =  ± 0.54.

RSM predicted efficiency = 91%, residual TDS concentration ≤ 38 mg/L. Initial TDS concentration of 450 mg/L

Contact time Dosage pH Particle size Actual 
observation

RSM
prediction

Predicted DT Predicted RF

Minute mg/L mm mg/L mg/L mg/L mg/L

10 2.5 6 0.60 42 42.42 42.57 41.61

10 2.5 8 0.15 41 39.69 41.55 41.41
50 0.5 6 0.30 54 54.46 52.65 52.95

10 2.5 8 0.30 42 40.38 42.88 42.69

10 0.5 6 0.85 57 56.99 45.77 45.72

10 2.5 10 0.60 42 41.16 42.89 42.80

50 0.5 8 0.60 58 57.21 57.93 58.08

50 0.5 10 0.85 59 62.12 58.48 58.45

10 2.5 6 0.15 38 40.32 41.74 41.23
50 0.5 8 1.00 59 59.08 57.96 58.04

10 2.5 10 0.15 41 39.06 41.73 41.47

30 0.5 6 0.85 51 52.04 51.58 51.76

30 0.5 8 0.15 48 47.20 48.06 48.20

50 0.5 6 0.85 58 57.03 57.28 57.27

10 0.5 10 0.30 45 44.61 44.74 44.75

50 2.5 6 0.15 45 45.41 46.11 46.18

50 0.5 8 1.00 59 59.08 46.19 45.93

30 2.5 10 0.60 46 45.19 46.19 41.74

10 2.5 6 0.15 40 37.76 41.74 40.23
30 0.5 8 1.00 54 54.32 52.73 52.87

10 2.5 10 0.15 34 39.06 52.74 41.74
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increase in surface area available as time increased; beyond 10 min, the decrease in TDS 
concentration may not be as significant at higher contact time.

The curvature of the 3D surfaces in Fig. 5d proved that as the combined effect of con-
tact time and dosage increased, the concentration of TDS decreased intermittently. The 
outline is indicated by the red color gradient on the base of the surfaces, which translates 
to a region of lower residuals of TDS following the treatment of the wastewater. The 
bluish-green color interface on the 3-D surface corresponds to areas of poor adsorptive 
uptake of the TDS and transcends to a higher residual contamination level. The findings 
confirmed that the adsorption uptake of TDS from the pharmaceutical effect increased 
significantly as the dosage increased from 0.5 to 2.5 mg/L, as the pH increased from 2 to 
6. This outcome corresponds to a significant reduction in the residual TDS concentra-
tion to 60 mg/L. As the pH of the solution increased from 8 to 10, residual TDS con-
centration raised from 43 to 55 mg/L. The findings suggest that the pH of the solution 

Fig. 5  RSM optimization showing the plot of a actual observation vs predicted output and 3D-surface 
visualization of synergetic effect, b dosage and pH, (c) pH and contact time, and d pH and dosage on 
performance of BFAC
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affects the surface charge of biosorbent and the TDS molecules present in the solution. 
At a lower pH window (4–6), the surface charge on the BFAC becomes more positive 
which drove the affinity of the TDS molecules to adsorb onto the biochar surface lead-
ing to a reduction in their concentration in the medium. As the pH of the solution rises 
from 6 to 8, surface charge on adsorbent became less positive, decreasing its affinity for 
TDS molecules. However, as the dosage of adsorbent increases from 0.5 to 2.5 mg/L, the 
number of BFAC particles available for sorption of TDS molecules increases which in 
turn drives the reduction of TDS to an optimum 40 mg/L in the effluent medium.

Physiochemical property of the treated effluent after treatment

In this research work, we investigated the pharmaceutical and drug manufacturing efflu-
ent medium on the characterization of the treated sample to ensure effluent quality sat-
isfied the World Health Organization (WHO) standard for clean discharge. The result is 
presented in Table 6. It can also be observed from the characterization result in Table 6 
that the biosorbent raised the BOD of the finished water from an initial 10  mg/L by 
18.2 mg/L with a corresponding rise in pH from 4.92 to 5.5 and temperature from 27.1 
to 27.5 respectively. This outcome indicates that the finished effluent has become more 
alkaline by a factor of 0.56 suggesting the effluent satisfied a stability index of an accepta-
ble standard (5.5 ≤ pH ≤ 8.5) [10, 13]. The slight increase in BOD concentration indicates 
a significant decrease in the efficiency of the BFAC-driven sorption process, suggesting 
the treatment method used may not be specifically designed to target BOD remediation 
[7, 22]. The increase in BOD by 8.2 mg/L can be attributed to the impact of the higher 
dosage of the BFAC adsorbent used. However, it is worth noting that the pH, BOD, and 
temperature contents of the finished effluent satisfied the maximum permissible limits 
for industrial effluent discharge [13].

The characterization result in Table  6 confirmed the BFAC-driven sorption treat-
ment of the pharmaceutical industry effluent reduced the COD, TSS, total iron, TDS, 
nitrate, and odor content in the industrial effluent to minimum thresholds. The TDS and 
TSS concentrations of the finished water after BFAC-driven sorption treatment satis-
fied the WHO acceptable standard for effluent discharge at the optimum condition. This 

Table 6  Pharmaceutical effluent characteristic after the BFAC-driven sorption treatment

Effluent parameter WHO (max. permissible limit) Residual after treatment

Temperature Nil 27.5 °C

BOD5 5 mgL−1 18.2 mgL−1

Biodegradability index (BI) NA 0.5

Total suspended solid (TSS) 30 mgL−1 4.2 mgL−1

COD 10 mgL−1 0.001 mgL−1

Conductivity 1200 µS cm−1 1210 µS cm−1

Total iron (Fe) 3.0 mgL−1 0.09 mgL−1

pH 6.59–9.50 5.5

Color Nil Colorless

Nitrate 50 mg/L 12

TDS 50 mgL−1 40 mgL−1

Odor Nil Odorless

E-coil Negative Negative
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outcome indicates that the biochar is effective for the removal of suspended and dis-
solved solids and colored and fluorescent dissolved organic matter present in the efflu-
ent medium. The treatment method was successful in reducing the TDS parameter to a 
desirable level that satisfied the WHO standard for industrial effluent discharge.

Conclusions
This research work is focused on the ML optimization treatment of pharmaceutical and 
drug manufacturing effluent using activated carbon derived from breadfruit husk. The 
implementation of 625 datasets following 80% testing and 20% validation on selected 
ML algorithms and neural network architecture for optimization of the removal of TDS 
from pharmaceutical and drug manufacturing effluent have been investigated. The SVM, 
DT, RF, MLR, CNN, ANN, and LSTM networks were applied to minimize the concentra-
tion of residual TDS present in the effluent following BFAC-driven sorption treatment. 
The results proved that the RF yielded the best evaluation and validation metrics for the 
optimization of the treatment process. The selected RF model predicted optimum tran-
scends to an optimum residual ≤ 40 mg/L, corresponding to ≥ 90% efficiency of removal 
and translates to ± 1.01 standard deviation from actual values practicable. The optimum 
conditions transcend to contact time of 10 min, pH 6, dosage (2.5 mg/L), and particle 
size of 0.6 mm, respectively. The ML algorithm outperformed the neural network archi-
tecture. The performance of the ML proved that a large dataset size (125) soots the test 
model evaluation metrics with a lower probability of error functions. The research out-
come confirmed that the higher the data size, the smaller the MSE and RMSE error out-
puts and therefore recommends that new test datasets different from the trained and 
learned dataset should be used to validate selected ML models in other to confirm their 
reliability. Overall the adsorption treatment method used was effective in significantly 
reducing the concentrations of these contaminants (COD, color, TSS, nitrates, and TDS) 
present in the pharmaceutical effluent. It also recommends further investigation of 
the reasons behind the slight increases in temperature, BOD concentration, and pH of 
the solution at the optimum to ensure proper treatment of these parameters for future 
efforts. The finding recommends BFAC as an active sorbent for the remediation of TDS, 
TSS, and various other contaminants from the effluent medium.
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