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Abstract 

In the present study, we aim to propose an effective and robust ensemble-learning 
approach with stacked generalization for image segmentation. Initially, the input 
images are processed for feature extraction and edge detection using the Gabor filter 
and the Canny algorithms, respectively; our main goal is to determine the most feature 
descriptions. Subsequently, we applied the stacking generalization technique, which 
is generally built with two main learning levels. The first level is composed of two algo-
rithms that give good results in the literature, namely: LightGBM (Light Gradient Boost-
ing Machine) and SVM (support vector machine). The second level is the meta-model 
in which we use a predictor model that takes the base-level predictions to improve 
the accuracy of the final prediction. In the stacked generalization process, we use the 
Extreme Gradient Boosting (XGBoost); it takes as input the sub-models’ outputs to bet-
ter classify each pixel of the image to give the final prediction. Today, several research 
works exist in the literature using different machine learning algorithms; in fact, instead 
of trying to find a single efficient and optimal learner, ensemble-based techniques 
take the advantage of each basic model; they integrate their outputs to obtain a more 
consistent and reliable learner. The result obtained from the models of individuals and 
our proposed approach is compared using a set of evaluation measures for image 
quality such as IoU, DSC, CC, SSIM, SAM, and UQI. The evaluation and a comparison 
of the results obtained showed more consistent predictions for the proposed model. 
Thus, we have made a comparison with some recent deep learning-based unsuper-
vised segmentation methods. The evaluation and a comparison of the results obtained 
showed more coherent predictions for our stacked generalization in terms of precision, 
robustness, and consistency.

Keywords: Image segmentation, Edge detection, Ensemble learning, XGBoost, 
LightGBM, SVM, Stacking

Introduction
The image segmentation is considered the most critical function and the most important 
process of image processing and analysis. The goal of image segmentation is to divide or 
partition a digital image into regions (set of pixels) that are homogeneous and inhomo-
geneous according to some criteria. All pixels in a region are similarly based on some 
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image characteristics, namely: the color, intensity value, and texture. There are many 
applications of image segmentation in the literature such as camera self-calibration, 3D 
reconstruction, medical imaging, and cryptography. Image segmentation is considered 
the most critical function and the most important process of image processing and anal-
ysis. The goal of image segmentation is to divide or partition a digital image into regions 
(set of pixels) that are homogeneous and inhomogeneous according to some criteria. All 
pixels in a region are similarly based on some image characteristics, namely: the color, 
intensity value, and texture. There are many applications of image segmentation in the 
literature such as camera self-calibration, 3D reconstruction, medical imaging, and 
cryptography. Image segmentation is considered the most important and most difficult 
process of image processing and analysis because of several constraints (the influence 
of complicated background, variety of characteristics of the object, and noise). Cur-
rently, a rich amount of literature on image segmentation has been published over the 
past decades, but each method proposed is valid just for a given type of image in a given 
computer context. There are many image segmentation techniques including cluster-
ing [1, 2], split/merge [3], region growth [4], active contour [5], SVM [6], random forest 
[7], genetic algorithms [8], and CNN [9]. However, image segmentation techniques are 
grouped into five techniques [10]. The first technique is segmentation by edge detection 
approach; this method consists of finding boundaries separating regions when there is 
a sudden change in intensity value or else regions of different textures. This approach 
can be classified into three categories of methods: the first- or second-order derivatives 
method, deformable methods, and analytical methods [11, 12]. The second technique 
is the segmentation by region; this category aims to segment the image into various 
regions having similar characteristics, where we generally have region growing and split-
and-merge algorithms [13]. The third technique is threshold-based segmentation [14]. 
This approach is widely used to detect different objects in the image by using threshold 
values based on classification rules. When we need only one object in an image, the rest 
of the image is called the background. These methods divide the image pixels concerning 
their intensity level. However, the challenge in this is to find an appropriate threshold. 
In the fourth category, we have watershed-based segmentation [15]. This method uses 
the concept of topological interpretation, where the gradient of the image is considered 
a topographic surface, and the intensity value represents the height. The minimum value 
of this height is assigned to a region and the maximal one to the edge. The pixels with 
more gradient are represented as boundaries. However, the generation of noise remains 
a problem in front of the direct application of this method, which can lead to the prob-
lem of overfitting. The fifth technique is segmentation by clustering [16]. This method 
tries to segment the image into clusters having pixels with similar characteristics.

Image segmentation is an important and difficult research issue on image process-
ing. To cope with shortcomings of segmentation algorithms that been proposed have 
affirmed their limits, and to answer the question “how good is a given segmentation 
algorithm?”, the researcher’s ingenuity led them to propose performance measurements 
and to explore other potentially effective tools and search new, more efficient and pow-
erful techniques for good segmentation.

This article aims to develop and test a stacked generalization framework based on an 
ensemble-learning approach containing two basic models followed by a meta-learner. 
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The meta-learner takes predictions of sub-models as input and learns how to best com-
bine them to make a better output prediction. To verify that the ensemble model suc-
cessfully integrated the outputs of the sub-models, we compared it with the individual 
models to show that the stacking generalization approach we have proposed can give a 
better result for image segmentation.

The organization of the sections of our work is as follows: the “Brief literature 
review” section is brief literature on some of the essential concepts for this paper 
including the ensemble-learning algorithm, XGBoost, LightGBM, and SVM. The 
“Methods” section provides the theoretical foundation for our framework. In the 
“Results and discussion” section, we present the schematic diagram and proposed 
framework structure. The “Results and discussion’ section will be consecrated 
for experiments and comparison of results. Discussions and conclusions will be 
addressed in the “Results and discussion” sections.

Brief literature review
Introduction

The image segmentation is a very broad research axis; we found today several research 
works are published in the literature using different machine learning algorithms, but 
we can notice that all the proposed methods have affirmed their limits. So it becomes 
necessary to find other more flexible and reliable methods. Instead of choosing the best 
algorithm to do the segmentation, a stacking ensemble technique gave us a more robust 
classifier because it combines the output of a set of base models rather than trying to 
provide a single optimal learner.

XGBoost (“extreme gradient boosting”) was proposed by Chen and Guestrin [17]. 
More recently, it has been very successful and has attracted wide attention because of its 
high efficiency and high prediction accuracy. XGBoost is an optimized GBDT (“gradient 
boosting decision tree”) algorithm, which consists of many decision trees. The GBDT is 
proven by Yang, Wang, and Zhang [18]; Zhao, Zheng, and Li [19]; and Wang, Deng, and 
Wang [20]. However, XGBoost is more efficient compared with other machine-learning 
algorithms; among them are SVM, decision tree (DT), and GBDT. During the XGBoost 
modeling process, each decision tree (DT) depends on the result of the previous tree to 
provide a more powerful predictor [21]. This modeling process is generally very fast [22]. 
In addition, the term regularization is integrated with this process to avoid the problem 
of overfitting and reduce the complexity of the model. XGBoost belongs to the DMLC 
(“distributed machine learning community”). Its library is designed to be efficient, flex-
ible, and portable [23]. On the other hand, XGBoost also optimizes memory resources 
and manages missing values during the learning process (sparse aware [24]).

While the algorithm is a scalable and efficient tree boosting system, which is gener-
ally used in the field of classification and regression [25], during classification problems, 
XGBoost presents weak and less accurate results with unbalanced data (when one or 
more classes have lower proportions in a dataset than the other classes [26]).

Furthermore, LightGBM is a newly developed technique. It was designed by Micro-
soft Research Asia [27]. It is another innovative machine-learning algorithm with its 
remarkable proficiency, accuracy in data classification, and regression with a very short 
accuracy time. LightGBM develops trees with the principle of leaf-wise split approach 
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instead of level-wise approach. It searches for maximum profit nodes during the division 
process. Therefore, in cases where memory consumption, processing time, and arithme-
tic speed are considered, the LightGBM becomes an excellent choice for faster training, 
adequate efficiency, optimal memory, computer utilization satisfactory accuracy, paral-
lelism, and large-scale data processing capabilities. The downside is that the informa-
tion in the discarded leaves may be ignored, which makes the split results insufficiently 
detailed.

SVM is a supervised machine-learning algorithm, developed by Vapnik and Cortes 
[28]. This method is based on the idea of finding a hyperplane that linearly separates fea-
ture vectors in high-dimensional spaces. Good generalization ability could ensure higher 
classification accuracy when there are fewer training samples by minimizing the Vapnik-
Chervonenkis (VC) dimension and achieving minimal structural risk [29]. In fact, SVM 
is very popular due to its speed, generation capacity, no restrictive data assumptions, 
and flexibility (prior knowledge can be used to tune its kernels in an easy way [30, 31]). 
On the other hand, when we have high-dimensional data (the distribution of the data in 
the high-dimensional feature space is different from the input space), this method may 
not be optimal.

Since the individual algorithms have asserted their limits and their shortcomings, it 
becomes necessary to propose and explore other potentially efficient and powerful tools. 
In this axis, research has thought of combining the advantages of different models to 
overcome the weak points and problems mentioned above [32]. Ensemble-learning is 
based on the idea of increasing the generalization performance of the model by using 
several machine learning tools and pooling them to obtain better prediction results. 
The ensemble-learning method assumes that the performance of each expert is measur-
able to construct the final decision [33] in order to obtain more precise and more stable 
results [34]. Ensemble learning uses some ensemble strategies like voting, averaging, and 
learning [35, 36]. However, the stacking learning method is also an ensemble method 
that is used to obtain results with better output prediction. In general, the stack consists 
of two main layers: the first level is called “the base model” (of more than two models), 
and the second level is “the meta-model.” This last level combines the base model out-
puts by integrating the advantages of the different models; with the stacking method, 
one can correct the errors in the base model to improve the integrated model accuracy.

Motivated by the advantages of the stacking ensemble technique, this research devel-
oped a stacking ensemble technique for image segmentation, taking the integration of 
two models (SVM and LightGBM) as the input to the meta-model, which is XGBoost in 
our case.

Methods

Extreme Gradient Boosting (XGBoost)

GBDT is an ensemble ML algorithm using multiple DTs as base learners. Every deci-
sion tree (DT) is not independent, because a new added DT increases emphasis on 
the misclassified samples attained by previous DTs [37]. The diagram of GBDT algo-
rithm is shown in Fig. 1. It can be noticed that the residual of former DTs is taken as 
the input for the next DT. Then, the added DT is used to reduce residual, so that the 
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loss decreases following the negative gradient direction in each iteration. Finally, the 
prediction result is determined based on the sum of results from all DTs.

XGBoost is a very popular new ML model. It is based on the structure of GBDT 
and is used in many fields because it is considered a reliable and efficient solution 
to several machine-learning problems [38]. It has been triumphant in many machine 
learning competitions like Kaggle [39]. In the modeling process of this algorithm, 
the regularization term is integrated to control overfitting, which gives it better 
performance. Additionally, XGBoost provides an improved classifier through a set 
of weak classifiers. In fact, XGBoost has known a great success compared to other 
gradient boosting algorithms, thanks to its high flexibility, and speed, support regu-
larization, enabled cross-validation, and is designed to handle missing data with its 
in-build features. XGBoost is essentially used to minimize the loss function with the 
addition of weak classifiers, with other terms to minimize the regularized objective 
as follows:

where �
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= γT +
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Here, l denotes the loss function that measured the difference between the predic-
tion Ŷi and the target Yi . The Ω (.) penalized the complexity of the model (i.e., the 
regression tree functions). The additional regularization term helped to smooth the 
final learnt weights to avoid over-fitting. In addition, XGBoost uses a set of param-
eters to find an optimal tree structure in order to minimize the objective function.

For each training case and each boosting iteration for the objective function 
“squared error,” the first- and second-order gradient was calculated in XGBoost. The 
model was built using the XGBoost library, which is compatible with scikit-learn. 
Figure 2 represents the XGBoost regression mechanism.
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Fig. 1 Diagram of GBDT algorithm
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Light Gradient Boosting Machine (LGBM)

Light Gradient Boosting Machine (LightGBM) is another innovative gradient boost-
ing framework, which was developed by Microsoft MSRA in 2016 by combining two 
new techniques: EFB (exclusive feature bundling) and GOSS (Gradient-based One-
Side Sampling) [40]. LightGBM has achieved considerable success on regression and 
classification problems and other machine learning tasks with a relatively short pro-
cessing time. LightGBM offered to solve the problem faced by GBDT regarding larger 
data. The objective is to make GBDTs better used with a very fast training time. Light-
GBM selects histogram-based decision tree algorithm and splits nodes by splitting 
cells with tree depth control and minimum data of each node to avoid fitting problem.

Firstly, LightGBM creates a histogram as Fig. 3 shows. This histogram classifies con-
tinuous feature values into discrete groups, constructed using a subset of the dataset. 
Since the histogram is based on discrete values instead of sorted values, one can find 

Fig. 2 Extreme Gradient Boosting Machine (XGBoost) regression

Fig. 3 Histogram-based decision tree algorithm
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an optimal segmentation point [41]. This method is more efficient in terms of both 
memory consumption and speed.

Secondly, LightGBM uses leaf-wise instead of the traditional decision tree splitting 
strategy, which is level-wise. Actually, the two strategies are different as is shown in 
Fig. 4. Leaf-wise enlarges the tree looking for nodes of maximum loss change during 
the splitting process. On the other hand, level-wise divides each node at each level, 
and consequently, this requires large memory resources and high computation costs. 
Level-wise growth is usually better for smaller datasets whereas leaf-wise tends to 
overfit. Leaf-wise growth tends to excel in larger datasets where it is considerably 
faster and more efficient than level-wise growth.

However, readers who want to have a deeper understanding of LightGBM algorithms 
can refer to the references made by Guolin Ke et al. [37], where the principles and appli-
cations of LightGBM algorithms are described in detail.

Support vector machines (SVMs)

SVM is a family of supervised machine learning algorithms and can be used for clas-
sification or regression problems. SVMs are a class of algorithms based on the “struc-
tural risk” minimization principle described by statistical learning theory that uses linear 
separation. This consists of finding the optimal hyperplane limit that better separates the 
training data in order to make a better distinction between the models. This limit can be 
defined through different kernels [42]. However, Cortes [43] presents a more in-depth 
mathematical explanation of this algorithm.

Methods
The proposed stack generalized machine learning architecture used on this paper is 
shown in Fig.  5. First, each model processes the input image independently. Then the 
meta-model takes as its input the output predictions of all these models; it tries to com-
bine them and integrate their advantages to obtain a better output prediction.

The stacking technique is an ensemble-learning algorithm, initially proposed by Wolp-
ert [44] and based on the “winner-takes-all” principle. In fact, instead of trying to find a 

Fig. 4 Level-wise and leaf-wise tree construction
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single efficient and optimal learner, ensemble-based techniques, as the name suggests, 
take the advantage of each basic pattern; they integrate their outputs in order to obtain a 
more robust and reliable learner. In general, ensemble models could be utilized for both 
classification and regression [45]. The stacking generalization method [46] is part of the 

Fig. 5 The flow chart of the proposed method
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ensemble-learning family, in which another model takes predictions from a set of weak 
learners as its input and combines them to give improved prediction accuracy.

The overall learning pipeline is consisting of three stages:

Image processing

In the image processing stage, an ensemble of filters to produce texture features and 
reduction and edge detection are applied. The input for our proposed method is a color 
image. For optimal texture separability, we are using Gabor filter, and for edge detection, 
we have applied Canny and Robert’s filter.

Gabor filter

The Gabor filter is a linear filter often used for edge extraction and texture features. 
Many researchers claim that the frequency and direction representations of the Gabor 
filter are close to those of human visual systems. It is considered one of the most popular 
texture segmenting methods, which obtained the response of the texture after filtering 
it through different orientations and then extracted textual features for segmentation. 
However, due to its flexibility in different orientations and frequencies, the Gabor filter 
has become a very useful tool for extracting and analyzing the texture features and for 
detecting the image edges.

The 2D Gabor filter consists of a sinusoidal plane wave and a Gaussian kernel in the 
spatial domain, which has the following mathematical expressions:

where

where λ and θ respectively control the wavelength of the sinusoidal component and the 
orientation of the Gabor filters; ψ represents the phase shift; σ is the Gaussian standard 
deviation; and γ is the spatial aspect ratio.

Canny operator

The Canny method was first proposed by John Canny in 1986 [47]. The algorithm has 
been widely used in various computer vision and pattern recognition systems. This 
technique is very useful for extracting the edges of the image using the first and second 
derivatives of gray as a function of several characteristics, which are presented by the 
large change and discontinuity in the value of gray on the edge of the image. The Canny 
method has three clearly explained criteria for optimizing the edge detection:

1) Detection of the edges with a low error rate, with losing important edges or appear-
ing false edges, maximizes the signal-to-noise ratio accurately.
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2) The edges detected by the algorithm need to be located precisely in the center of the 
edge.

3) Only one response on a single contour means each edge in the image must be 
marked only once.

Base models’ construction

In the construction stage of our framework, we developed two levels of classifiers. The 
first level is called “the base model”; it consists of a set of two different machine learning 
models: LightGBM and SVM. The choice of these two algoritms is based on their great 
success in the field of classification, on hand, SVM thanks to its generation capacity and 
its flexibility, and on the other hand, LightGBM with its proficiency and short time pro-
cessing time. Moreover, the original image is transmitted to all these basic learners, who 
will be trained individually and separately in order to give us a prediction with a dif-
ference in terms of precision at the end of the execution of each algorithm. Then, this 
output obtained by the basic model will be exploited and transmitted for another seg-
mentation process; this is the second level of classifiers called “the meta model.”

Meta‑model combination

In after receiving the base model predictions, the stacking technique is used in this step 
to get the combined output. In fact, the meta-model uses a predictor model, which has 
as input the base predictions and not the input data. Consequently, our meta-model is 
another classifier (XGBoost); its role is to integrate the advantages of the basic model 
and to try to better classify each pixel of the image to give the final prediction.

Results and discussion
In this part, we will present the experiments and the results obtained by our proposed 
approach in order to make a global evaluation and validate its robustness and effi-
ciency in the field of image segmentation. The method used in our research has been 
tested on Berkeley Segmentation Dataset and Benchmark (BSD500) [48], not so large, 
and contains only 500 images with ground truth labels. To justify the results, we have 
also provided qualitative and quantitative comparisons of performances between our 
stacked generalization framework and other individual models giving good results in the 
literature, respectively: Light Gradient Boosting Machine (LightGBM), support vector 
machine (SVM), and Extreme Gradient Boosting (XGBoost), in image segmentation of 
buildings from the source of the same image.

Most of machine learning models have several important parameters that need to be 
tuned because they control the accuracy of the model. In the literature, there are several 
techniques used to calculate the optimal values of these hyperparameters; the widely 
used are as follows: grid search, Bayesian optimization, heuristic search, and randomized 
search [49]. In this proposed approach, some hyperparameters in SVM, XGBoost, and 
LightGBM algorithms are tuned using the grid search infrastructure in scikit-learn. 
Parameter values and meanings of these methods are presented in Table 1.
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The grid search technique is a tuning method that attempts to optimize the hyperpa-
rameter values of a model [50]. Its optimization process is as follows: first, the model is 
trained by running through different hyperparameter combinations of all possible values 
of each parameter. Each combination corresponds to a model by comparing the calcu-
lated error of the model to select the hyperparameters that can improve learning ability 
and prediction accuracy of the model.

In our experiments, LightGBM, SVM, and XGBoost are implemented using the scikit-
learn, the XGBoost, and the LightGBM libraries in Python 3.7. The test and experiment 
were carried out on a Windows 10 64-bit laptop equipped with Intel Core™ i5-5200U 
CPU and 8G RAM.

Fig. 6 Image segmentation results obtained by the different methods

Table 1 Hyperparameters of the algorithms and their values

Algorithm Hyperparameters Meanings Value

XGBoost n_estimators Number of trees 1000

learning_rate Shrinkage coefficient of each tree 0.2

max_depth Maximum depth of a tree 50

colsample_bytree Subsample ratio of columns for tree construction 1

subsample Subsample ratio of training samples 0.3

LightGBM n_estimators Number of trees 1900

learning_rate Shrinkage coefficient of each tree 0.2

max_depth Maximum depth of a tree 80

num_leaves Number of leaves for each tree 11

SVM max_iter Hard limit on iterations within solver 100

C Regularization parameter 1.2
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From the Fig. 6, we can notice that the proposed method in this contribution, which is 
based on stacking generalization, has succeeded in integrating basic learner predictions 
and then trying to combine them to obtain a more robust and optimal classifier for bet-
ter segmentation.

In this study, the segmentation performances of the proposed approach are evaluated 
and the results are compared over a set of best quality measures such as IOU, DSC, CC, 
SSIM, SAM, and UQI. IOU and the Dice similarity coefficient (DSC) statistical param-
eter values are used to analyze the quality of the segmented image.

The Intersection over Union (IoU) also known as Jaccard index or Jaccard similarity 
coefficient is an evaluation metric used to calculate the performance of segmentation 
models. It is generally defined as the ratio of intersection and union area between the 
target mask and our prediction output. IOU is defined by the following:

where B and A represent the predicted segmentation maps and ground truth, 
respectively.

The Dice similarity coefficient (DSC), also called the Sorensen-Dice index or simply 
the Dice coefficient, is a statistical tool that measures the spatial overlap between two 
segmentations, A and B target regions, and is defined as follows:

Note that higher IoU and DSC and value demonstrate good quality in the generated 
images. To show the robustness of our proposed approach, we compared the values 
obtained from these IoU and DSC measures of the segmented images for each algorithm 
(LightGBM, SVM, and XGBoost) with our approach based on the stacking generaliza-
tion method.

(3)IoU =
|A ∩ B|

|A ∪ B|

(4)DSC =
2|A ∩ B|

|A| + |B|

Fig. 7 IoU values obtained by individual’s algorithms and our proposed technique
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Figures  7 and 8 below present the IoU and DSC values obtained by the individual 
methods and our stacking ensemble technique respectively on an ensemble of the test 
images.

From Fig. 7 and according to the results obtained, we can see that our stacking method 
gave higher values of IoU and DSC metrics compared to those obtained by the other 
three methods. Precisely instead of choosing a single algorithm, stacking technique 
allows several algorithms to work together to properly combine the results obtained 
from the basic model to improve the final prediction.

There are other quantitative assessment techniques such as the following: CC (“corre-
lation coefficient”), SAM (“spectral angular mapper”), SSIM (“structural similarity index 
measure”), and UQI (“and universal quality index”) are used to evaluate the quality of the 
segmented image, presented in the expressions (5), (6), (7), and (8). Table 2 presents the 
description and the mathematical expressions of these metrics that we used to evaluate 
the performance of the segmented images.

Table 3 below represents the values of the metrics for the test images.
The results and the comparison of the different methods obtained from the five meas-

urements CC, SSIM, SAM, and UQI are presented in Table 3 where the best results are 
highlighted using boldface in each of the rows obtained by the four methods.

Based on the analysis of the results obtained, we compared the proposed approach 
with the other three models based on a single algorithm (i.e., LightGBM, SVM, and 
XGBoost) in terms of the values of the five-evaluation metrics presented in the tables 
above.

For these four test images, we noticed that our stacking proposed framework gives 
better values of the three metrics CC, SSIM, and UQI depending on the definition of 
each metric among three machine-learning models. However, these results obtained 
explain that the predictor model takes advantage of the base model to generate a more 
robust classifier for better segmentation. We can observe that our proposed framework 
performs much better than other methods based on a single algorithm in terms of the 
evaluation metrics. Furthermore, according to Table 3, the SAM metric value is better 

Fig. 8 DSC values obtained by individual’s algorithms and our proposed technique
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for first, third, and last image with SVM algorithm, where it gives better result with 
LightGBM and XGBoost algorithms with the second image. Therefore, with these results 
obtained, we could say that the proposed approach gave better segmentation results in 
most of the images tested.

In general, we can say that our framework succeeded in segmenting the test images 
efficiently and clearly. That can explain the stacking generalization technique can 
greatly improve the results in terms of the accuracy of image segmentation. There-
fore, our proposed framework obtained in all the images of tests the best results of 
the values of the evaluation metrics except we note that the LightGBM and XGBoost 
algorithm have the best values of the SAM metric in second test image and SVM with 
other three images. As a summary, the statistical analysis of experimental results on 

Table 2 Performance evaluation metrics used to test the robustness of our proposed approach

Quality metrics Description Formula What value to 
look for Best 
fusion (higher/
lower)

Reference

CC Correlation coefficient 
(CC) indicates the degree 
of correlation between 
the enhanced and the 
original images; it ranges 
between 1 and − 1. 
 One and − 1 indicates
that the parameters are 
perfectly correlated, while 
0 indicates no relation 
between two parameters

CC =

∑n
i=1(Xi−X)(Yi−Y)√∑n

i=1 (Xi−X)
2 ∑n

i=1 (Yi−Y)
2

(5)
where xi and yi are the pixel values 
of enhanced image

Higher value 
(close to + 1)

[51]

SAM It determines the spectral 
similarity between the 
pixels and the vector of 
the reference and fused 
images by calculating the 
spectral angle between 
these two spectra. It is 
performed on a pixel-by-
pixel base

SAM(V , V̂)
�
= arccos

[
(V ,V̂)

�V�2�V̂�2

]

(6)
Lower value [52]

SSIM It calculates the structural 
similarity index between 
the reference and fused 
images, which is a value 
between − 1 and + 1. A 
value of + 1 indicates that 
the 2 given images are 
very similar or identical

SSIM =

(
2µIr µIf

+C1

)
(2σIr µIf

+C2)(
µ2

Ir
+µ2

If
+C1

)
(σ 2

Ir+σ 2
If
+C2)

(7)

Higher value 
(close to + 1)

[53]

UQI It is designed to provide a 
comparison of distortion 
information between 
the original image and 
the distorted image as 
a combination of three 
factors, namely loss of 
correlation, distortion of 
luminance, and distortion 
of contrast. UQI is a value 
between − 1 and + 1. A 
value of + 1 indicates that 
the 2 given images are 
very similar

UQI =
4Ir If (µIr+µIf

)

(σ 2 Ir+σ 2 If )(µ
2 Ir+µ2 If )

(8) Higher value 
(close to + 1)

[54]



Page 15 of 20Faska et al. Journal of Engineering and Applied Science           (2023) 70:74  

test images shows that our approach obtains better values in terms of metrics for 
image quality.

Also, to give a subjective evaluation of our proposed approach, we have made a 
comparison with some recent deep learning-based unsupervised segmentation meth-
ods, e.g., NCut [55], CTM [56], JSEG [57], and B-graph [58], and recently proposed 
algorithms, e.g., Kanezaki [59], W-Net [60], and DC-RM [61] as Fig. 9 shows.

To make a comparison between the methods proposed, we can notice according to 
the results obtained that Kanezaki approach gives a segmented image whose limits 
are detected, but it suffers from under segmentation. The W-Net approach segments 
many regions of low-color contrast, but it does not manage to produce semantically 
coherent regions. JSEG has its turn segmented many texture regions; on the other 
hand, it does not work well during regions of low color contrast. CTM works well with 
larger regions, but this is not the case in texture regions. N-cut over-segments the 
image and lacks boundary preservation even for similar color regions. On the other 
hand, the B-graph approach keeps the limits of the object in the segmented image, 
but it sometimes suffers from under-segmentation problem. DC-RM works well to 
produce semantically coherent regions; also, it tries to avoid under-segmentation 
problem. According to Fig. 9, we can also say that our proposed approach segments 
coherent regions, detected objects, and avoids the under-segmentation problem.

To quantitatively analyze our proposed approach and several other segmentation 
methods, we utilize segmentation covering (SC) evaluation metric.

Segmentation covering (SC) measures the overlap of regions of the segmentation out-
put and the regions of the ground truth. The higher the SC value, the better the quality 
of segmentation. It calculates with the following formula:

Table 3 The performance comparison using different numbers of base learners and the proposed 
model on test images (best results are highlighted using boldface)

Image Metrics LightGBM SVM XGBoost Proposed

12,003 CC 0.0808  − 0.0005 0.0689 0.1146
SAM 0.43924 0.4383 0.4412 0.45149

SSIM 89.2904 89.1634 89.2735 89.3078
UQI 0.2079 0.1939 0.2103 0.2356

106,005 CC  − 0.0591 0.0032  − 0.0583  − 0.0915
SAM 0.4382 0.4537 0.4382 0.4606

SSIM 89.3817 89.3745 89.3823 89.3371

UQI 0.31457 0.2997 0.3141 0.3459
113,044 CC 0.1278 0.0040 0.2279 0.3979

SAM 0.5950 0.4125 0.4497 0.6925

SSIM 89.6365 89.5298 89.6325 89.3997
UQI 0.5901 0.3309 0.3679 0.6094

107,014 CC 0.0201 0.0062 0.2704 0.2760
SAM 0.4213 0.3982 0.4297 0.4518

SSIM 89.6396 89.5689 89.6244 89.6115
UQI 0.2994 0.2867 0.3125 0.3335
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where ∅
(
R, Ŕ

)
=

∣∣∣R∩Ŕ
∣∣∣

∣∣∣R∪Ŕ
∣∣∣
 which is basically intersection over union.

Table 4 summarizes the performance of several deep learning-based unsupervised seg-
mentation methods on BSDS500 dataset [62, 63]; from the results obtained, we can say 
that we have a good covering score compared to the others method mentioned below. 
Figure 10 presents the results obtained of the score on the covering of the ground truth 
segments at the BSDS dataset in the form of a diagram.

c
(
S → Ś

)
=

1

N

∑

R∈S

|R|.maxS∈́S∅(R, Ŕ)

Fig. 9 Segmentation results of various methods for six test images
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Conclusions
In this paper, a stacking ensemble technique is proposed for image segmentation, tak-
ing the integration of predictions from two models (SVM and LightGBM) as input to the 
meta-model (XGBoost in our case) and trying to combine them for the final prediction. 
The experimental results on the different reference images show that the proposed gen-
eralized stack ensemble-learning framework improves the segmentation accuracy com-
pared to the three models based on a single algorithm. Since several research works exist 
in the literature using different machine learning algorithms, a stacking ensemble is used 
to obtain a more powerful and robust classifier.

To demonstrate the robustness and the effectiveness of the proposed method, we 
realized experiments on a set of test images. The result obtained from the individu-
als’ models and our proposed approach are compared using an ensemble of metrics 
for image quality. The analysis and a comparison of the results obtained showed more 
consistent predictions for the proposed model. Thus, we have made a comparison with 

Table 4 The score on the covering of the ground truth on BSDS500

Methods Segmentation 
covering value 
⇧
SC

Proposed 0.63

HTFCM [64] 0.3546

DSFCM_N [65] 0.42

NCut [55] 0.53

MNCut [66] 0.428

Canny-UCM [67] 0.49

Quick shift [68] 0.518

SAS [58] 0.525

Fig. 10 Results obtained of the score on the covering of the ground truth segments at the BSDS dataset
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some recent deep learning-based unsupervised segmentation methods. From experi-
mental results, our approach shows that stacked generalization can greatly improve 
the segmentation effect in terms of accuracy, robustness, and efficiency.
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